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ABSTRACT

As the number of vehicles on roads is increasingjssthe danger of accidents.
Between the years 1992 and 2002 approximately 70%ll accidents in Ireland
happened on rural roads, which are defined by tt@Nal Roads Authority as roads
with the speed limit exceeding 40 mph (64.4 kmifj),[In this dissertation we
describe the design of a communication framewonk g&oPedestrian Detection
System (PDS) that has the goal of decreasing thle af accidents involving
pedestrians on rural roads. The PDS aims to fired dptimal way of detecting
pedestrians, especially in dangerous places andath weather conditions, thus
increasing the safety on the road. The systempartof the bigger Smart Roads

project carried out by Trinity College Computer&ue Department.

The solution we describe is based on the beacoroagp and makes an assumption
that pedestrians carry beacons that may for exabmplembedded in high visibility
vests. The beacons send radio signals periodiegtizh are received by Mica2
motes placed along the road. The strength ofati® rsignal (RSSI) received by the
motes placed on the road is then sent to a basensfar further processing. The
base station infers the location of the beacomliation to the motes placed along the
road using acquired information and multicasts lieation information over an
Ethernet connection using User Datagram Protoc@R) The framework makes
the assumption that the data will be send ovemtineless link, received by a car’s
on board system and communicated to the driver.pfbgosed technology considers
the use of the 802.11b protocol used in combinatiith directional antennas which
should allow for establishing the connection ovearge of 400-500 metres. In this
paper we present the software developed for bahviita2 motes written in NesC
as well as the software for the base station writte Java. We also describe the
routing protocol designed for the motes that allolaesm to communicate the data to

the base station over the network of interconnectetks.

We present the results of tests that evaluateuit@odity of the hardware used in the
project. The tests of the software measure it'$operance and investigate whether it

may be treated as a starting point for further tgpraent.
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Chapter 1: Introduction

1.1 Motivation

The project is motivated by large number of acdsléhat take place every day,
especially on rural roads. Many fatalities caused these accidents involve
pedestrians. Over 20% of all people loosing thered in car accidents are

pedestrians.

Even though the number of fatal accidents seenetgradually decreasing after the
year 2000, it is very important to try to providgstems that will make it easier for

the driver to notice potentially dangerous sitoagi and help him/her to react faster
thus reducing the risk of an accident. It is warmkntioning that even though the
number of the car users that were killed in roacidents started to decrease, the
number of pedestrians that are killed on Irish sosdgrowing. The system aims to
decrease the overall number of accidents, but &scusainly on safety of the

pedestrians.
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Fig 1 Percentage of car users and pedestriansg kileoads|[1]

Rapid development in mobile, ubiquitous and wireléschnologies is starting to
encourage researchers to find better solutiongrémsportation. New technologies



allow us to try to enhance existing vehicles, esbgccars, to provide maximum

safety and comfort.

With the recent appearance of the hardware forl@gsesensor networks it gives new
opportunities concerning the situation on the rdadireless network of sensors that
runs context aware, real time applications is &kl solution to part of the safety
and traffic problems. It may not only inform thewdr about the traffic on the road,
but may also patrticipate in the process of genggatvarning messages that may
concern bad weather conditions or collisions on ribeed. The scope of different

applications is vast and will surely be exploredhe nearest future.

On the other hand, the evolution of wireless shod long range technologies makes
it feasible to communicate this information frometkystems on the road to the
vehicle that is moving at high speeds. These tdolgires provide low latency and

high throughput, while guaranteeing the deliveryhaf data. Wireless standards may
not only to allow for the communication within wiess sensor network, but also
between the sensor network and cars moving witienrange of a monitored area.
What is more, with more and more vehicles with @loBositioning Systems and

wireless enabled devices installed, it is possiblanake this process even more
successful by enabling inter car communication.had-networks of vehicles would

be able to exchange relevant information and wanh @ther about potential safety

issues.

All these technologies motivate us to look for tteal solution that may increase

safety of all roads users in Ireland.

1.2 The definition of an Intelligent Transportation Sysgem

Intelligent Transportation Systems (ITS) take adagea of a wide range of different
wireless and wired communication technologies whidre integrated in the
transportation infrastructure, as well as vehickasg provide mechanisms which

relieve congestion and increase safety.

The area of ITS is vast and includes many diffemititions. Many researchers
focus their attention either on a different partI®6 or simply design different
solutions that aim to solve different problems. Whee are thinking about ITS, we

should not consider it only as a hardware or safvgalution. We should think about



it as a complete set of different software, hareward communication technologies
that are used in order to provide better understgndf traffic patterns, route
planning, safety on the road and many other aspéttansportation.

Intelligent transportation systems does not onhy & provide the information to the
driver. They cover many more issues concerningsgtfucture, traffic management

and much more.

U.S. Department of Transportation which is carryiogt an extensive research

project on Intelligent Transportation System matkesfollowing division of ITS:
Intelligent Infrastructure
o Arterial Management
o Freeway Management
o Transit Management
o Incident Management
o Emergency Management
o Electronic Payment
o Traveller Information
o Information Management
o Crash Prevention and Safety
o Roadway Operations and Management
0 Road Weather Management
o Commercial Vehicle Operations
o Intermodal Freight
Intelligent Vehicles
o Collision Avoidance Systems
o Collision Notification Systems
o Driver Assistance Systems

This is only one interpretation and characterisatd an Intelligent Transportation

System. However, it gives a sound overview of whatareas of interest are in ITS.



There are many applications which try to use daffertechnologies and have
different approaches. Most of them fit within theubdaries of the structure
described above.

This dissertation aims to explore both the inteltigtransportation infrastructure and
intelligent vehicles which are a focus of interést many researchers and car
manufacturing companies. Intelligent vehicles dne tore part of Intelligent
Transportation Systems (ITS). They use differemtsggy techniques and control
algorithms to assist the driver with safe driviii¢pese algorithms may either control
the functionality of a car (i.e. Citroen has intwoed driving assistance helping to
keep the vehicle on it's lane) or provide collisiarning systems that may inform
the driver of a potentially dangerous situation.

There are also other features of ITS that aim twide more information about the
traffic, location information, help in finding amptmal route in high density urban
areas with heavy traffic. These systems are howeegond the scope of this paper
and won't be discussed. Intelligent transportatsystems include both the inter

vehicle communication and road to car communication

1.3 Objectives

The main objective of this dissertation is to inmpént the basic communication
framework for the Pedestrian Detection System, lwhitay be used as a starting
point for the future development.

The goals include:
The overall design of the framework.

The implementation of a routing protocol for ad-hwetwork, allowing for
successful detection of pedestrians and providatbeged information to the

higher levels of the system for further analysis.

The implementation of an application for the pdrthe system, that will be
capable of gathering the information, inferring tloeation of a particular

pedestrians and broadcasting the location infoonmativer a wireless link.

The implementation of a basic client software foe system that may be

installed on the car’s system (further referre@ aar's on board system), and



be able to receive location information from roaftastructure of the system

over a wireless link.

The introduction of security measures within thepliemented design to

provide resilience from malicious users.

The evaluation of accuracy of the system, suscéiptito latency as well as

scalability.

1.4 Document Structure
This is a brief description of the document, givitlge overall layout of the
dissertation and a short description of issueseams@d in particular chapters.

1. Introduction

Gives a brief overview of the subject and motivaties development of the
system. It also defines the idea of IntelligentriB@ortation Systems (ITS) and

the Pedestrian Detection System (PDS) as a variafiT S.
2. State of Art

Describes various technologies and solutions tteaedher used in systems that
have similar functionality to PDS or fulfil harskequirements imposed by a

demanding real time system.
3. Design

Gives an overview of the communication frameworkl &cation strategy used

in PDS as well as describes algorithms designethisisolution.
4. Implementation

Gives implementation details of the system, inaslgdhardware used in the
project, the software designed in two differentgpeanming languages and the

types of communication procedures within the system
5. Evaluation

Discusses the results of the tests carried outderdo identify the accuracy and
the performance of the system as well as presentdisions concerning further

development.



6. Conclusions

Concludes the paper giving an objective opinionthan present implementation
of the system, outlines possible improvements asdudses future work on the

communication framework.



Chapter 2: State of Art

2.1 Related work — Vehicle based pedestrian detection

Most of the Pedestrian Detection Systems are nmrgof the infrastructure of an
Intelligent Transportation System. The vast mayoat projects carried out within
this area are standalone applications implemergexhe of the features of Intelligent
Vehicles and are mostly based on computer visiahthe analysis of the images
acquired from a digital camera. This approach uguabvolves a monocular camera
installed in the car and observing the road intfiafithe vehicle. Some systems that
are already implemented are based on fairly simpehanisms, others aim to be
more sophisticated and allow to track pedestrianssarious environments and
conditions, using complicated algorithms to distiistp pedestrians from the
background and other moving objects. This methadhide shape-based methods,
texture and template-based methods, stereo, asaweflotion clues and neural nets-
based methods.

The system described in [2] is a computer visigstesn based on images recorded
by a digital camera, that is used to recognize gteidas in different environments
and localizing them using Kalman filter estimatbhe system consists of multiple
components that perform different tasks:

“Pre-attentive Phase” — which is a low level visalaboration.
“Symmetry Detection” — is a process that evalu#tessymmetry maps.
“Bounding Boxes Generation” — creates pedestrianinng.

“Bounding Boxes Filtering” — selects pedestrian é&gx



“Pedestrian Localization” — localises pedestriassg the spatial position of

the boxes.

“Bounding Boxes Tracking” — evaluates the accuraiche estimation.
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Fig 2 Setup scheme and problem variables: (a) waardtdinate reference system,
(b) image coordinates of the scene bounding box.
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Fig 3 Predefined and estimated path of a slowlkinglpedestrian

According to experiments, the creators of the systave noticed, that the overall
performance of the system is good. The system w@gate in spatial localisation of
a walking pedestrian in indoor environment and qrened equally well in outdoor

settings.



The system described above used daylight imagegharsdwould not be useful in

bad weather conditions or at night.

Another systems that have already been developéés on infrared images. These

systems seem to be more useful in low visibilitgrerios.

The system described in [3] works on low qualitiyaned video images. The design
uses the idea of probabilistic templates to finel $hapes of pedestrians in infrared
images which are very often distorted. The autlmurine that infrared images
provide relatively small area of the image thabfisany interest, which reduces the
probabilistic template search and thus helps tatifjepeople on the road. They
outline many problems related to infrared imaged dascribe the system as a
solution complimentary to another system alreadyaifed in the vehicle.

In general, existing pedestrian detection systeresfar from being accurate and
show high dependency on environmental conditiomsn@uter vision is not accurate
and suffers from similar constraints and problemsaghuman eye. This approach
may however turn out successful thanks to the éwolwf computer vision systems

and new methods of analyzing digital images.

2.2 Infrastructure based pedestrian detection - Intra §gstem

communication

The communication within the internal parts of th&astructure based pedestrian
detection system is in the area of ad-hoc netwgrkind unstructured inter node
communication and may be based on existing ad-bwoitng protocols as well as a
dedicated implementation. To design a reliable socalable solution we need to
examine existing routing protocols and identify teatures that would be relevant to

the Pedestrian Detection System being designedmityf College.

2.2.1 Ad-hoc networks

Wireless networking emerged in 1970s and since tiheg was gradually gaining
popularity. However, more rapid growth started he 1990s, mostly thanks to the
802.11 standards.



At the moment we can distinguish two different typef wireless networks —
infrastructure networks and ad-hoc networks. Iis ttissertation we will focus our
attention on ad-hoc networking. This type of netgodnas no structure at all. There

are no fixed routers, many nodes in ad-hoc netwotlas routers at the same time.

There is a whole range of different routing protecavailable for ad-hoc mesh

networks. We can divide them into two main groups:
Proactive

Reactive

2.2.1.1 Proactive ad-hoc routing protocols

Proactive routing protocols try to maintain up-ttel information about the nodes
that are connected to the network. They requiré @ace to maintain routing tables
containing the addresses of the neighbours. Thésr @vhen it comes to calculating
the metric, the way the information about the neknare gathered and the routing

process itself.

One of the examples of proactive protocols is Desibn-Sequenced Distance-
Vector routing protocol (DSDV). It is based on dlaal Bellman-Ford routing
mechanisms. This approach states that every nogl#srte maintain a table of all
destinations, together with the number of hopsatthedestination. Each entry in the
table is associated with a sequence number assign#te destination. It is used to
distinguish between up to date and stale entiesrder to maintain a routing table
consistency, routing table updates are sent peadigi These periodical updates can
generate a lot of traffic. To reduce the amourtharidwidth within the network, two
types of updates have been introduced. One of théfnll dump” and contains all
routing information. This may require to use mu#ipgPDUs. Another type is
“incremental”. It only contains information thataged since the last update and
usually uses much less bandwidth. The routes ircthd address of the destination,
number of hops, a sequence number unique for tredbast and a sequence number

of the destination. [4]
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2.2.1.2 Reactive ad-hoc routing protocols

Reactive routing protocols, known also as on-denranting protocols create much
less overhead. Instead of keeping large routintpsatf many motes that may never
be contacted, they initiate a route discovery afeatination node when there is a
need of contacting it. When a route is found, iképt in the routing table until it

expires or the destination becomes unreachable.

Ad Hoc On-Demand Distance Vector Routing (AODV)asiong the two most
popular reactive routing protocols used currenttyprovides different types of
communication: broadcast, multicast and unicasaviailable. Route discovery in
AODV is initiated only when a source node requiesontact the destination or join
a multicast group. The maintenance of the routdsnised. Entries are kept in the
routing table as long they as they are used of th@&imulticast group exists. AODV

provides mechanisms for avoiding routing loops (s&ge numbers).

If a route is needed, a route request (RREQ) istsetne network. Either the nodes
that have the route to the destination or the dattin itself can send an answer to
this request. When the destination is found, ipoesls with a RREP packet.

In case a link between the two adjacent nodesakeor, a RERR packet is sent,
which informs abut an invalid link. RERR is propseghto the source to inform that

the destination is no longer reachable.
Another advantage of AODV is the fact that it amdfially supports multicast.

The Dynamic Source Routing (DSR) as a competitoret®n to AODV. It also is a
reactive routing protocol. It is based on a totdliffferent concept. Instead of keeping
routing tables, nodes on the network maintain rcathe and the packets are source
routed. Entries in the route cache are updatedhenadde learns new destinations.

There are two main phases in DSR:
Route discovery
Route maintenance

If a node wants to route the packet to the destinait first checks it's route cache.
If it finds a valid route to the destination it soe routes the packets (the packet
header contains the whole route to the destinatidayvever, if there is no route to
the required destination, the node broadcasts te rmquest packet. The packet

11



contains the address of the destination, source address, and an ID number. The
packet is then propagated through the network. fdoeiving node checks it's
routing cache for the destination address. If isdloot have a valid entry for the
destination, it adds it's own address and forwahgspacket. To limit the number of
route request packets, every node receiving thikgtachecks if it wasn’t already
forwarded through this node, by looking at the eop&th. If it sees it's own address
in the path, it does not forward the message.

If the route request packet reaches the destinatitime node that has a valid route to
the destination in it's route cache, a route replgreated. Depending on whether
symmetric links are supported or not, a destinatioa node that knows the route to
the destination may either reverse path to théatoit of a request message or send

it's own route request packet to find an approprratte to the initiator.

The route error messages and acknowledgments ark fas route maintenance.
Error messages are generated when a link errondsuatered. It is generated to
inform other nodes about a stale link. On the otieerd, the acknowledgments are

used in order to verify the operation of route $injd]

2.3 Infrastructure based pedestrian detection - Inter gstem

communication

There are a few possibilities concerning the compation between the road
infrastructure and the vehicles as well as interccanmunication. They are a both a
subject of similar constraints and limitations.eTproblems that will occur cover
such issues like the short wireless range of s@ttenblogies and the main concern,
which is the very short period of time within whitlre communication will have to
be established and completed. These limitationselewconcern only short range
technologies. The use of long range technologies 8G would eliminate those

issues.

2.3.1 Short range technologies

In the project we considered various wireless tetdgies. One group of

communication standards concerned short range remiiomunication. This was
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motivated by the fact that, exchanging the infoiorabver a short range wireless
link, does not involve the necessity of using tleeviees of a third party thus
reducing at least the initial costs of developmentl increasing the ease of

deployment and implementation of the framework.

2.3.1.1 Dedicated Short Range Communications (DSRC)

Dedicated Short-Range Communications (DSRC) islant@ogy that is built on top
of 802.11a standard and uses the spectrum of 5.9GHmnsfer the data over a
wireless link. It is perceived as an emerging séaddfor Road to Vehicle
Communication (RVC) and Inter-Vehicle CommunicatigfvC) systems. The
5.9Ghz band consists of seven channels (ten megah@®ne of them is a control
channel, the other six are service channels. DSRG\es both vehicle-to-vehicle
and vehicle-to-infrastructure communications andedpected to support both
safety/public safety and non-safety applicationse Tocus is however on safety
applications as the non-public safety use of tH& GHz band is perceived as

inappropriate if it leads to degrading the perfang® of safety/public safety

applications.
Classification DSRC-type RVC
ARBID STD T55 T75
Service ETC ETC Information Shower
Frequency band 5.8 GHz band 5.8 GHz band
Frequency channels 4 Ch 14 Ch
Dedicated bandwidth 8 MHz 4.4 MHz
Specifications Transmission rate 1 Mbit/s 1.1/4 Mbit/s
Wireless access method TDMA-FDD
Modulation method ASK ASK/QPSK
Service area (reference Up to 30m Up to 30m
values)
Mobility Consideration for the reduction of timerihg link establishment
Features Other system reference No interference
System capacity Bu number of slots (maximum eifgits per channel)

Fig 4 Road to Vehicle DSRC
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The main attribute of safety applications is thatt fthat they aim to save lives by
warning drivers about potentially dangerous sitwatiand give them additional time
to react. Therefore, the availability, reliabilignd low latency are the basic

requirements of such applications. [5]

2.3.1.2 WiFi and ad-hoc networks

As wireless enabled handhelds are becoming morel@oand are becoming widely
used together with GPS modules in order to provalevant information to the
driver, we cannot ignore the possibility to usenth&s a potential “On-Board Units”
that may be used either for inter-vehicle or roadehicle communication. The
possible use of external antennas in the carsesstibject of possible feasibility
study. These technology, together with ad-hoc nguprotocols may be a possible

solution of the problems of “Smart Roads Project”.

802.11b standard operates in 2.4GHz ISM spectrume. driginal 802.11 wireless
standard specifies the maximum throughput of 1 Miops 2 Mbps. As a medium it
uses radio waves and a technique called frequenppiihg spread spectrum (FHSS)
or direct sequence spread spectrum (DSSS). Thepadhetwo different signalling
mechanisms. They are not interoperable.

The frequency hopping technique divides the 2.4 Gidmd into 75 1-MHz sub
channels. Both the sender and a receiver agreashopping pattern, and data is sent
over a sequence of the sub channels. Each exclwdrthe information within the
802.11 network occurs over a different hoppinggratt These patterns are designed
to minimize the chance of two senders using theesanib channel simultaneously

and reducing the risk of a collision. [6]

The data link layer consists of two parts- Logitalk Control (LLC) and Media
Access Control (MAC). It follows IEEE standards ansles 48bit addresses for
MAC. 802.11 uses Carrier Sense Multiple Access w&hllision Avoidance
(CSMA/CA) as opposed to regular Ethernet (Carriense Multiple Access with
Collision Detection (CSMA/CD)) .
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Currently most widespread version of 802.11 stashdab/g version. It provides high
speed network access with the bit rates of 11/54viBp2.11g provides higher data
rates as well as stronger security (WPA encryption)

Application

Presentation

Netwark
operating Transpart TCp

system S

(NOS)

MNetwark: 13
i [Data Logical Link Control (LLO—802.2
Link Media Access Control (MALD) — Pawer, security, etc.
80211
Physical FH, D5, IR

Fig 5 802.11 and ISO model

2.3.1.3 Parasitic routing

Parasitic Routing is a technology that is in thelyeghase of research and
development. The idea of store-and-forward algoridfeems a good solution for this
project as well. It enables the cars to store irgmbrinformation for specified
periods of time and forward them as soon as thendgi®n becomes available.

“The major difference between the store-carry-amavlird paradigm and the store-
and-forward paradigm employed in the majority oftithog protocols is that the
former of the message takes advantage of additresalirce of a node, its mobility.
Store-and-forward protocols take advantage of aantg buffer, transmission
capabilities, some processing time, and some ene&rgye store-carry-and-forward
protocols use all the previous, and use a nodeslilgdb enhance the likelihood of
delivery, in doing so a message will most likely lbeld in an agent’s buffer, or
gueue, for an extended period of time also. Theiltpay be random, designed in
advance to deliver messages, or may be dictatatiesfly in an attempt to ensure

speedy delivery of all messages.”[7]
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The idea of storing the messages and carrying #reomd until their TTL (Time To

Live) expires makes a lot of sense, especiallyuval roads, where traffic density is
not high. Even on the motorway it might not be jassto establish and sustain
communication with adjacent vehicles at all timés.that case, buffering data
packets may greatly increase the delivery rate e$sages. This applies mostly to

short range technologies like 802.11b/g.

2.3.2 Long range communication

The use of long range technologies like 3G elinesatost of the problems that
emerge while trying to communicate to nodes movatghigh speeds. It may
however imply the need of involving third partiesel mobile operators in routing
architecture. This approach may not only incredse dosts of implementing the
system, but in particular situations might alsa@ase the latency in the delivery of

crucial information.

2.3.2.1 3G and GPRS

Both UMTS and GPRS are currently widely availalBath of the technologies
allow for acceptable data transfers and due to higihile network coverage may

give satisfactory results in road-to-vehicle commation.

3G is mobile providers’ technology. The serviceg @rovided by companies
operating their own wireless networks and offerirttservices to end-users. The
advantage of 3G is that a mobile base station cavige service to nodes that are as
far as several kilometres away and moving at hpgeds (up to 100km/h). The base
stations are interconnected by backhaul network prodide access to standard
PSTN network. Currently 3G offers the data throughgd 384kbps. In the future the
specs of the standard take into consideration alpgnthe available bit rate to
2Mbps. [8]

GPRS which is a an older standard than 3G (ofteresl to as 2.5G) is the packet-
oriented extension of GSM. It relies on the re-ofthe radio infrastructure of GSM
while introducing new network nodes in the corewwek providing the required

packet switching functionality. GPRS is mostly mded to provide better service for
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Internet applications in comparison to existingcait switched services that are
provided by GSM. It allows data transmission exaagd 00kbps. GPRS is packet-
oriented, which makes it possible for many usershiare the scarce radio resource.
Thanks to this approach flexible access is possidide idle users can still be

online.[9]

2.3.2.2 Interoperability for Microwave Access (WiMax)

WIMAX stands for Worldwide Interoperability for Miowave Access. It describes

the systems that pass interoperability tests flBEE 802.16 standards.

Products that pass the conformity tests for WiMAX aapable of forming wireless
connections between them to permit the carryingpteirnet packet data. The idea of
WiMax is in some ways similar to WiFi. It howevdras many improvements that

allow to carry the signal at high bit rates overder distances than in WiFi.

The physical layer specifies the frequency rangevéen 10 and 66GHz for line-of-
sight configurations. It uses single carrier motata Both the TDM and FDD
technology are used on uplink and on downlink. $tendard 802.16a specifies the
range of frequencies between 2 and 11GHz and allowsstablishing non-line-of-
sight connections.

MAC layer is designed to support various protoatsl services (TDM, IP, VolIP,
ATM, GFR). It also provides bandwidth allocationda@oS mechanisms, including
unstandardized scheduling and reservation manadedethentication is provided

by privacy sub-layer.

There are three MAC Sub-layers:
Service-specific Convergence Sub-layer
Common Part Sub-layer
Privacy Sub-layer

802.16 supports point-to-multipoint architectureb@se station is a central point that
handles multiple independent sectors. Downlink cewle transfer of the data to
service subscriber and is multiplexed in TDM fashitplink on the other hand is

shared between service subscribers in TDMA fas[i6h,
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2.3.3 Hybrid approach to ITS communication framework

In the project that needs to fulfil very strict straints, due to accuracy requirements
greatly influencing safety on the road, the lateatgelivering the information must
be low. What is more, the rate of success in detigethese messages needs to be
very high. To provide such high quality of servide,might be necessary to
incorporate many long and short range technoldgié® sure, that the driver will be
informed about the current situation on the roadsasn and as accurately as

possible.

2.3.3.1 FleetNet Project

The FleetNet Project aims to develop a frameworkrfter-vehicle communication.
It's purpose is to locally distribute data betwelea cars in order to increase safety of
derivers and passengers. It takes into considerdboation awareness of the
application. It also integrates the Internet wiik system, so the project is not only a
solution working locally, but it brings two conceptogether — the Intelligent

Transportation Systems and the Internet.

FleetNet aims to use existing radio hardware. Tbenmunications protocols

developed are supposed to be implemented on thedfardware system selected.

The assumptions are that the system must be alitant®mit information at the rate

of at least 1 Mbps, at the communication ranget tdast 500 m.

Direct car-to-car

Multthop

Gateway access

Intemnet access via gateway

Gas station with
FleetNet gateway

B

Fig 6 A simple FleetNet scenario [11]

There are three different classes of applicatiarthe FleetNet project:

18



Cooperative Driver Assistance Applications — thypet of applications is
supposed to distribute sensor and other statusadabag vehicles. The use of
this applications is going to be limited mostly $afety notifications like
accidents that happened on the road or emergeakinr

Decentralized Floating Car Data Services (dFCD)sthai the concept of

location awareness
User Communication and Information Services (Inteaccess) [11]

The basis for radio communication is ULTRA-TDD whichas also been
implemented in 3G mobile phones. “It offers higlexibility with respect to
asymmetric data flows, allows communication ovesagrdistances, and supports
high speeds. Another essential argument for theotid¢TRA-TDD as a basis for
FleetNet is the availability of an exclusive unhsed frequency band in Europe
(2010-2020 MHz), which offers two completely separaperating channels.
Furthermore, the system allows high granularity data transmission due to its
CDMA component. However, because of the origindutze design of UTRA-TDD,
a new ad hoc mode will have to be developed within FleetNet project. The
UTRA-TDD radio hardware provides a communicatioasge of approximately 1
km and bit rates up to 384 kbps and 2 Mbps, depgnain the absolute and relative

speeds of communicating cars.”[12]

One of the major advantages of an ad-hoc netwoFkaatNet project is that thanks
to multi-hop and vehicle to vehicle communicationwill be possible to propagate
the safety sensitive information to many cars anrtfad. The benefits of this fact are
obvious. Drivers can be warned about dangerouatsituon the road much earlier
and will be given additional time to react.

One of the examples of an application greatly iasieg safety is an accident
warning application. In case of a collision, sesspray detect an airbag ignition.
This may trigger a process of sending emergencyficadton to nearby cars
informing the drivers about the accident. The mgesamay be forwarded to other
cars, much further on and notify the drivers ofiacident and recommend, for

example, that they should slow down and be extrgcealitious.
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Fig 7 Transmission Range vs. Information Range [12]

The algorithm proposed in [12] allows for sendihg tmessages through multiple
hops. It limits down the range within which theanhation are propagated, and

prevents the messages to be forwarded infinitely.

Target area

o« % Recipien

, V% =
@ N g } ~@

Sender “‘-. e

Fig 8 Geographic addressing and routing [13]

As mentioned before, the applications in FleetNet@ategorized in three different
classes. In the protocol architecture, the apptinatypes are mapped to two

different communication classes:
FleetNet aware
FleetNet non-aware

The major difference between these classes isHleatNet non-aware applications
are simply based on regular IPs, while the apptioat within the FleetNet aware
class have knowledge about the recipients’ locatidhe difference is in the
addressing scheme. The aware applications defitweo adimensional space which
limits the area where the recipients are locatdue €xamples of these kind of
applications cover the emergency notifications amdplify information about the

traffic.
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Routing the information over multiple hops and gsihe information about the
location of particular nodes is called geographauting. Geographic routing
messages can be divided into two groups- messagedc single recipients only

(unicast) or a group of recipients within a certaiga (geocast).

The creators of geocast in FleetNet proposed disolthat consists of two different
steps. The first one is called “line forwardingdasimply forwards the packet to the
area where the recipients of the message are mgsidhe second one involves
forwarding the message to all the nodes within #mea and is called “area

forwarding”. The idea of two stage geocast is shawhig 7.

Target area

xv“'.D.' ’

A L
O o ® o

Sender "*. ¥

Line forwarding | |

Area forwarding

Fig 9 Line and area forwarding [13]

The first forwarding step can be carried out usiog example a greedy routing
scheme. It assumes that the nodes know the locafigheir neighbours and the
forwarding node simply sends the data to the nadeodes that are geographically
closer to the destination region. This procesgeated until the message arrives at

the node inside the destination area. At this limeforwarding is stopped.

When a node inside a desired geographical arezathed, the area forwarding can
be carried out. If a receiving node knows the rdotehe destination, then it can
immediately forward the packet. This however veftem is not the case. If a
receiving node does not know the route to the dastin, it sends a route request
which is similar to the approach known from tramhital ad-hoc networks. After
receiving the position of a destination node a cammouting approach is applied.
The packets are then forwarded using a regular forevarding. As the node
receiving the packet from the initiator of the naggs is much closer to the
destination within a region, it will have more up tlate information about the
destination and thus will be able to infer the ohegion region that the message

should be forwarded to faster than the initiatd8]
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The FleetNet project is a complex solution andkets advantage of the use of many
different technologies and ideas. Most of them lsgond the scope of this paper.
We only focused our attention on the solutions #rat relevant to the Pedestrian

Detection System communication framework.
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Chapter 3: Design

3.1 Overview of a “Pedestrian detection system”

The system consists of several parts that haverdift functionality and carry out

different roles in the overall deign.

This chapter looks at possible detection mechanatawing for successful location
of pedestrian on the road, as well as the analysithe data and the process of
communicating the inferred information to vehiclgghin the geographic area of
interest. The initial concept involves the use afvarding motes placed along the
road, capable of sensing the signal broadcasteal lilyacon carried by a pedestrian

and measuring the strength of the signal receirad & broadcasting node.

3.2 Sensing the presence of a pedestrian

We assume that sending the data directly from tlogesnto the car may not be
possible. The maximum range of some of the motedules are as little as 75
metres. Assuming that the vehicle may be movinheatspeed of 100km/h (it moves
by 27.77 metres every second), even if we assumiegbeonditions for radio wave

propagation and that the motes use their full comoation capabilities, it is still

very unlikely that it will be feasible to establisind send all necessary information
within less than 3 seconds. Instead the informatiaght be kept and updated on the

gateway and send over to the car using long raogerunication standard.

The most important issue when implementing theesysis latency. It should be

reduced to minimum so that the information delidei@ the gateway is as up to date
as possible. However, the time constraints for phagess are not extremely high. As
pedestrians moving along the road don't traveligih Bpeeds and the accuracy of the

position of the pedestrian does not have to beemaly high (5 — 6 metre accuracy is
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enough), the data stored on the gateway shouldptated approximately every 2

seconds.

3.3 Analysis of the process of detecting a pedestriabgacon
approach).

For the purpose of this project the assumptionbdeas made that the system will use
beacons in order to sense the presence of a pedestr the road. The process of
inferring the location of a person involves the nsemeasurements of the quality of
the signal, which is sent from beacons carried égegtrians and received by one or
more motes on the road. This simple approach im#inferring the position of a
person based on the fact that the beacon is viglilge motes within a certain range.
The range of various radio modules alternates kaivapproximately 30 and 300
metres line of sight. The range can decrease dhadaveather conditions, obstacles
between motes, and the shape of the terrain. Bldabs motes on the road every 5
metres, should give sufficient resolution of thetsyn and provide the information
accurate enough to successively calculate theitocaf a pedestrian and use this
information to generate a message that will be camoated to the driver. The
layout of the motes on the road and the distaneésden the motes will be tested
and evaluated. The final decision concerning tlyeuaof the motes forwarding the
information will be based on experiments in theigmment as similar to real life
conditions as possible. The real range of the rathdules of the forwarding motes
and the beacons will determine the distance betwe®motes so that the presence

of the beacon can be inferred.

In order to decrease the latency of the netwosk riformation about the pedestrians
on the road may be stored at the gateway, whichbeilupdated in real time about
the movements of those pedestrians. The gatewaybwilvaiting for a vehicle to
come in range and then will send the data.

The information will be routed to the base statising motes along the road. Present
approach involves the use of the routing protocesighed for the Pedestrian
Detection System. It is based on broadcasts and doe use individual nodes’

addresses to forward the information.
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To conserve the battery life, some sort of reagpooncerning the movement of the
beacon can be implemented in the next stage oti¢helopment. The person that
walks along the road, usually moves with the spael — 6 km/h. If a beacon is
monitored for a certain amount of time and the dio& of the moving beacon is
reasoned according to the sequence of readingsntérwals between the moments
when each beacon is monitored can be lengthenedvéiry unlikely that the person
walking along the road for a couple of minutes witlexpectedly start running in the
opposite direction. Even if it happened, the changée interval between which the
beacon is controlled by 2 or 3 seconds will not enakuch difference. It is very
important to remember that a car moving with theesp of 100 km/h moves
approximately 25 metres every second. A few madtrascuracy in the location of

the beacon is not going to influence the overatiggenance of the system.

3.4 Initial design and system improvements

The following diagram shows the initial design bétsystem (Fig 10). During the
process of implementing the communication framewth& whole range of different
technologies have been eliminated. The major chamggebeen made in the process
of inferring the location of a pedestrian. As yancee from the diagram, initially
we treated the forwarding motes as a distributestesy that would calculate the
location of the beacon in relation to motes recgjvihe signal and then just send
ready data to the base station to be forwardeeldcles.

It turned out that the centralised approach is ordy easier to implement, but it
should also allow to conserve battery power asfalhe processing is moved to the
base station which uses external source of enefyle vthe motes rely only on

internal batteries. What is more, the motes onkwérd the data so the risk of
loosing a packet or delay caused by the nodesatteatusy with processing the

information is much lower.
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Fig 10 Initial diagram of the system

The following image (Fig 11) depicts the preserth@ecture of the framework. It
moves the burden of the analysis of gathered aathet base station thus reducing
the processing requirements of the motes in theoadietwork.

This approach also makes the process of softwavela@@ment much faster and
easier to debug as it reduces the number of pessthirces of an error.
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The base station calculates the position of the
beacon and multicasts the position over UDP

Beacon broadcasts the signal

/
o &

The client receives the information
and displays the location information

e e e e
/

The motes receive the signal from the beacon
and route the measured RSS! signal to the beasestation

Fig 11 Structure of the communication framework

3.5 Inter mote communication

Most of our attention was focused on inter mote mication and the optimisation
of the routing protocol. As a base station is atretly powerful machine, the

process of inferring the location doesn’t influettise performance. Most of the delay
is created while the data is collected and routethé base station. This is why we

put so much work in the design and implementatiahe routing protocol.

The approach we have taken assumes that the mgadchst every packet they
receive, but they never forward the same packeetwihis approach does not create
nearly any overhead, because there is no needegfirg any routing tables and
checking for active connections with the neighboutsdoes require minimal
processing. The risk of a broadcast storm is exhgow as the duplicate packets
are not re-broadcasted. Each packet also has atdirine field which reduces the
life of a packet to 60 hops. This should be enotggforward the data to the base

station even from the far end of the segment.
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Fig 12 General overview of the routing protocol

One of the obvious advantages of the solution basdoroadcasts is that there is no
need for organised addressing. The nodes don't ttekdow what their neighbours

are and what addresses they need to forward tbemation to.

The base station needs to be aware of the locatioparticular nodes. Present
implementation does not include any discovery atlgors. This is the reason why

the base station’s software needs to know a lacatigarticular nodes on the road.

Until the discovery protocol is implemented it isry important that the nodes in the
same segment do not have the same addressesy ltiohie will be very hard to

distinguish between the packets coming from twded#t nodes having the same
ID. One way to protect the gateway from faulty adding is to add the addresses of

the motes that the packet is forwarded throughs Wuuld specify the routing path.

3.6 Mote to gateway communication and the detection atithm

The detection algorithm is based on the assumpiainthe packets from beacons are
buffered. The base station buffers packets frorfeidiht beacons, saving the ID of
the node closest to the beacon, the timestampeopaicket, and the strength of the

signal.

The algorithm iterates through the records of pechkeath the same beacon ID and
compares the strengths of the signal deliveredcaath ef them. It selects the packet

with the best signal strength and multicasts tlkeation of that beacon.
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The minimal number of packets needed to infer tlvation of a particular beacon is
three. The number of packets used for inferringltimation may be much greater,
depending on whether the signal broadcasted frenbé&acon was received by more

than one mote on the road.

Fig 13 Detection algorithm diagram
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3.7 Security considerations

Even though we do not consider any security meshasi in the initial
implementation of the system, there are variouseissoncerning security that need
to be addressed in future development. This istdube fact that the misuse of this
infrastructure may lead to dangerous situations iandesult decrease the safety
instead of increasing it. As this application ieal time system that has some crucial
security requirements, it's very important to pawias much security within the

system as is possible in ad-hoc, low resourceg@mwients.

3.7.1 The reasons for compromising the system

There are many reasons, which may be the motivdtiohacking into the system,
bringing it down, or simply feeding false result$ai it.

One can try to use the system in order to influethee traffic or behaviour of
vehicles on the road A malicious user may try taseaan accident or simply stop the

vehicle (financial reasons).

Another issue is the privacy of people and cars whi be within the range of the
system. Some users might be interested in mongdtie movement of people and

vehicles on the road for various purposes.

3.7.2 Major Threats

The misuse of the information gathered by the systeay not only pose threats to
physical safety of people and vehicles, but alsy & the source of the loss of
privacy of the data.

3.7.2.1 Privacy

At the present stage of the development we wilubmg mica2 motes as beacons
and all the measurements related to estimatingtecylar location of a beacon will
be associated with the mote ID. Someone who hasifiblenation concerning people
using beacons with certain IDs assigned would Ibe mbmonitor where the person

is at a specific moment as well as monitor histhevements.
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Future work will involve different types of beaconsing for example, Bluetooth. In
that case, it is important to protect the privatyhe address of the device. It might
be dangerous if the Bluetooth address of the dasidetercepted. It is not hard to
imagine that the intercepted address might be tesget control over a device used
as beacon. This is an issue when a device actiagbaacon will be a smartphone or
a PDA that is storing for example personal infoiorgt account or credit card

numbers etc.

One way of protecting such devices is to simipigzyfythe address. The Bluetooth
addresses are 48 bits long and we assume thaydterswill be used in rural areas
with relatively small amount of beacons active witlihe range of a particular
segment of the mote network. This allows for emgsin changing randomly at least
half of the addresses not worrying about the probtd distinguishing between

different beacons.

The future goal is to use sensors instead of admsam the development of the
system. In that case the privacy issue concerngagstrians will rather not be liable

anymore.

To provide at least basic level of security, the aba simple symmetric encryption

protocol may be used. This measure would protech#étwork against data sniffing.

3.7.2.2 Denial of Service

One of the possible ways of bringing down the systeould be to flood the network
with the information. If it wouldn’t bring down thehole system, it could slow it
down, which might become dangerous. The motes halaévely small throughput
and processing power, so feeding them with too mesguests to route the
information to the base station could be block ritngting process. DoS attack may
also dramatically reduce the life of batteries usgdnotes and in long term greatly

reduce the lifetime of the whole system.

3.7.2.3 Eavesdropping

This seems to be an issue if Bluetooth motes wbaldised as beacons. We could

prevent it byfuzzyfyingthe address. Some sort of encryption algorithnin &itpre-
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shared key could be used between the motes embeadded road and the base

station.

3.7.2.4 Malicious motes

This includes the use of malicious beacons andduading motes. Malicious motes
routing the information to the base station seerbeganore dangerous for the fault
tolerance and keeping the system up and runningpp@amising a few motes along

the road may stop the routing and bring the whgdtesn down.

Malicious beacons may also feed faulty informatiothe system. This may result in
incorrect number of pedestrians on the road asaselake position information. The

beacons may also be used as nodes performing ér8akvice attack.

Present routing protocol involves the use of braatcwith sequence numbers, and a
mechanism preventing broadcast storms and redisitib of packets by the motes
that have already forwarded these packets. Tinlieg¢aounter is also implemented.
It allows for forwarding the packet not much funthian the closest gateway.
Attacks based on feeding large numbers of packé&isthe network should not cause
broadcast storms. It would only generate more itrafind might cause more

collisions to occur.

This might be prevented by using some sort of anib&tion between the motes.

This however is far beyond the scope of this diasen project.
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Chapter 4: Implementation

4.1 Data communication time constraints

It is very difficult to meet the time requirementich involve the drivers’ reaction
time as well as the very short periods of time miyinvhich vehicles moving at high
speeds are able to establish a wireless link, eavdfer the data using short range

wireless standards.

The most important constraint is set by the drivieraction time. We need to inform
the driver about a pedestrian or a dangerous &ituah the road as early as possible,
so that he/she will have time to make a decisioatwianoeuvre to perform.

The researchers of the University of lowa haveddidithe reaction of the driver into

three stages:

. accelerator release
. movement time from accelerator release to iniirake press
. initial brake press to maximum deceleration.

According to research carried out in the same Unsitye [14] using either “lowa
Driving Simulator” or real road situations, it takeearly 2 seconds for the driver just
to release the acceleration pedal and over 2 sectmgerform initial steering
reaction. We need to assume that the driver ndedsformation to “sink in” after
the warning is presented to him/her. This means d@nhather 1 or 2 seconds are

needed after the information is presented.

Concerning the way the information will be presente the driver, before any
testing is performed we need to assume that theestdime needed to effectively
communicate the information to the driver by thescasual and/or voice interface is

going to take approximately 6-7 seconds.
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This means that the information about a pedestiraa dangerous incident on the
road needs to be propagated to the vehicle at Basticonds before the vehicle
reaches the point of predicted collision. A vehiglay move up to 100km/h on a

rural road, which means that every second it teaapproximately 27.77 metres.

D =9*27.77=249,93

critical

D = critical distance, which is the minimum distarthat the information needs to be

sent over to the car travelling at the speed ok@0f in order to avoid a collision.

In this case, the system must be capable of sendengformation to the car before
it reaches the distance of approximately 250 mebedsre the point of predicted
collision. This constraint influences only the gedy to vehicle communication.
However, it is crucial to provide a system thatl Wwdve a minimal detection latency
and overhead of the routing protocol. As this iseal time system that is very
sensitive to out of date information, we need wvpte the mechanisms of delivering
the data for further processing almost instantlyfievensuring as long battery life as

possible.

4.2 Gateway to vehicle and inter vehicle communicatiogonstraints

When designing the framework we were taking intmsideration technologies
available on the market, especially those usedeorgbintroduced in car industry at
the moment. This includes GPS, cellular technologwiFi.

As described above, an assumption has been madthé¢hmformation will be sent
to the car using a gateway and short range commtimic standard. We were
considering the use of the following technologi€8/UMTS, WIFI, DSRC, GPRS,
WiMax as well as technologies used in FleetNetquijin the scenario where a
gateway is communicating with a vehicle moving ahhvelocity, the two most
important issues are, the range of the wirelesadata and the latency of the
technology used. The range of a chosen technoleggato allow the destination to

be in range for a time long enough to send a camphessage.

The main technology in the data link layer usedoutte the information between the
vehicles that was taken into consideration and texadly was chosen for the present
implementation is WiFi. This is motivated by thetféhat more and more drivers are
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using GPS and WiFi enabled handhelds in combinatoth road maps to
successfully find the destination. Another argumtat supported the choice of
WiFi as a default short range standard is that aty roe used for inter vehicle
communication as well. There are many third OSI drayouting experimental
standards that work on top of the WiFi, like fomexle the “parasitic routing”, and

many ad-hoc routing protocols like DSR, AODV etc.

Inter vehicle communication seems to be more probte as the cars move at high
speeds and it might not be feasible to establighabmmunication between the
vehicles for the time sufficient to send all regdirdata packets. This affects
especially the vehicles moving in opposite dirausio*Different flavours of 802.11
have a typical range of 100 metres (outdoors) (BkLIDWL-500 has a
communication range between 100 to 300 metres dh Wimple external antenna,
the range can be increased to up to 1Km. In DSR@dsrd, a wireless link is
expected to have a maximum line-of-sight" rangelkf.”[15] Considering the
maximum range of 100 metres for some WiFi interdat¢ke time that would be left
for establishing the connection and sending alldhta packets between two cars
moving in opposite directions at the speed of 100hkoscillates around 2 seconds.

In this case, the use of additional antenna isssg.

4.3 The hardware

As we have decided to concentrate on the coreeobyistem, the hardware selected
for implementation covers the area of ad-hoc ndtaoas well as wireless
networking. We had to choose solutions that wollldhaus to scale the system up
and allow for further work and adding additionahétionality in the future. The
hardware had also to fulfil the constraints andunegnents described in previous

sections.

4.3.1 Mica2 motes

In the communication framework we used sensor nexdobperating at 900MHz.
Preliminary experiments and development of the afiete algorithm considers
Xbow motes as the basic element of the system.
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Fig 14 Mica2 mote

Wireless Measurement System, MICA2

3rd Generation, Tiny, Wireless Smart Sensors

TinyOS - Unprecedented Communications and Prougss
>1yr Battery Life on AA Batteries (Using Sleep bi&s)
Wireless Communications with Every Node as RoGapability
433, 868/916, or 310 MHz Multi-Channel Radio Tsesiver

Light, Temperature, RH, Barometric Pressure, Aaegion/Seismic,

Acoustic, Magnetic, GPS, and other Sensors availdldl]

4.3.2 Serial mote gateway

The use of MIB 510 Serial Gateway seems to be #ds¢ ¢hoice for our project. For

convenience and ease of programming, a serial ctionas desired. Xbow gateway

is supplied together with software interfacing tR&232 port. This makes the

development much easier as we don’'t have to wobguia handling the basic

communication signalling (for example serial paiver).

Fig 15 MIB510 serial gateway
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MIB510 serial gateway

. MICA2, MICAz and MICA2DOT Connector for Progrannmy

. RS-232 Serial Interface up to 57.6Kbaud with MEZglugged into MIB510
. Shipped with Wall Power Supply

. Low-Voltage Detection Circuit

. MICA2, MICA2DOT LEDS mirrored on board for easglulig

. No computer parallel port is needed for prograngni

. Addresses and fixes the issues related to UISBr@amming problems, flash
errors.

. Faster program downloading into the motes overlsport at 115K baud.
[17]

4.3.3 Smart Roads Mote to Car gateway

Present implementation uses a regular laptop canpmdquipped with a wireless
802.11b interface as a gateway. It is directly emted to the serial gateway and
allows for convenient execution of the gatewaywaft, monitoring of the results as
well as for debugging the system. The USB to RS&&#bter had to be used in order
to connect the serial gateway to the computerirgettp the TinyOS environment
required either the use of a Linux system or a \&v&l platform in combination with
Cygwin Linux emulator. We have chosen the secomdtisa. The installation went
smoothly and there were no problems running theesysThe only problems we had
were related to USB to RS232 adapter. TinyOS haiblpms recognizing the
adapter as a serial port. However, we managedttd sp and control the MIB510

gateway using this emulated connection.

4.3.4 Car on board system

We have not managed to design and develop a camplstem for the car that
would allow to receive the information over a wagd link and communicate them to
the driver. In the future the use of a PDA with mefess adapter and a directional

antenna should be taken into consideration.
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At present we are using a wireless enabled laptompater to receive the
information from a server multicasting the locatatata from the gateway. The client
software running on the computer displays the chang the location of the beacon

on the screen.

4.4 The software

The software part of the implementation is not omgncentrated with the
development of new software but also aimed at ugiagsoftware already deployed.
We managed to use the applications supplied by Xd®well as expand and modify
the existing code. We designed and deployed our appiications that would fit

within the existing software structure and carry it roles as a part of the system.

4.4.1 Motes’ software

Xbow motes use TinyOS as an operating system. Tsy® an open-source
operating system. It is designed for wireless netw@and embedded systems. It has
a component-based architecture which makes theegsoof implementation much
easier and also minimizes code size, which is glyorequired by severe memory
constraints typical for embedded systems and espeevireless sensor networks.
TinyOS's component library includes network protscdistributed services, sensor
drivers, and data acquisition tools. All of thisngmonents are allowed to be used
changed or unchanged. They can be refined for toruapplication if there is a
need for changes due to required functionalityhef tomponents. TinyOS's has an
event driven execution model that enables accyrateer management allowing for
the implementation of complicated scheduling. Alstfeatures and strong flexibility
of the system fulfil most of the strict requiremeiset by wireless sensor networks
and thus make it a very good platform for deployigigtributed networks of
embedded devices that have severe power, processnty communication

limitations. [18]
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4.4.2 Gateway'’s software and car’'s on board system

The Gateway is running a Windows system which GSggwin emulator that is
required by TinyOS environment. The informationvie#n NesC software used to
collect the data and the Java software is exchamgdthe help of applications
supplied by Xbow. In this project we used TOS_BaselesC application which is
accessed by Serial Forwarder Java application. Bbthe programs were supplied
by Xbow. The Java application for the base statmuilt on top of the Serial

Forwarder.

The car’s on board system consists of the laptoppeer with a wireless interface.
The computer runs a client application in Linux ieowment. The application listens
for multicasts sent by the base station. All upslaencerning a present location of
the beacon in relation to motes on the road aresslom the screen. It is important to
say that not all packets received from the bas#stanfluence the changes. If the
location didn’t change, that is if the calculateddtion points to the same node in an
ad-hoc network, the location information is wouldt e updated on the car's on

board system.

4.5 The structure of an ad-hoc network — communication

limitations

As we have chosen the completion of the commuminatiamework as a primary
goal. We focused most of our attention on estainigskhe communication between
the motes. We predict that some problems may arske testing the connectivity
between the forwarding motes. This is partly dutheoFresnel zone and the position
of the motes. The range of radio modules decredhiseso bad weather conditions as
well. This reasons imply relatively small distandedween adjacent nodes on the

road.

45.1 The Fresnel zone

The Fresnel zone is a electromagnetical phenomdnaffects either radio or light

signals. The signals get bent or diffracted froridsobjects near their path. It is one
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of the centric ellipsoids of revolution in wirelesslecommunication. It defines

volumes in the radiation pattern of a circular aynex.

Fig 16 The Fresnel zone, [19]

As outlined in Fig. 10 our system may suffer framsufficient wireless connectivity
which is caused be the phenomena referred to dsés@el zone. This states that the

closer the antenna is placed to the ground, the iitisrrange decreases.

According to the performance evaluation carriedioytl9], it may turn out that we
will have to place the motes relatively close taleather. This may require the
distance as short as 5 metres. We however ainrty cat a few different tests with
different distances between adjacent motes to meathe ratio between the
resolution of the system, influence of the Fressmgle in the communication model

as well as the amount of interference measured.
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Fig 17 Influence of the sensor node’s height fromground, [19]

4.5.2 The influence of environmental conditions on the pgormance of
radio modules
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Fig 18 Mica2 motes range in the fog/rain, [19]

It is easily visible from the graph above that targe of the motes greatly decreases
in the rain and fog.

These experiments justify placing the motes reddyiwclose to each other. This

however might change during the experiments. We weameasure what will be the
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optimal distance between the motes. Another isduat will require some

experiments is the placement of the beacon in ¢ésecarried by the pedestrian.

4.6 RSSI measurements

The process of inferring a presence of a pedesisidrased on the strength of a
signal send by the beacon mote and received bysnustehe road. The strength of

the received signal is easily accessible in a ngessaucture in TinyOS.

The strength field (TOS_Msg->strength) of the TOSgMstructure is filled with
data from the radio's Received Signal Strengthchtdr (RSSI) pin. The RSSI data

is inversely proportional to the signal's strength.

Fig 19 RSSI voltage vs. input power for CC1000 oafl20]

CC1000 has a built-in RSSI (Received Signal Stiehgticator) giving an analogue
output signal at the RSSI/IF pin. The IF_RSSI litsthe FRONT_END register
enable the RSSI. When the RSSI function is enalttedputput current of this pin is
inversely proportional to the input signal leveheToutput should be terminated in a
resistor to convert the current output into a \g#taA capacitor is used in order to
low-pass filter the signal. The RSSI voltage rafrgen 0 — 1.2 V when using a 27
k terminating resistor, giving approximately 50 dB/Vhis RSSI voltage is
measured by an A/D converter. The higher the veliagthe lower the input signal.
RSSI measures the power referred to the RF_IN Phe input power can be
calculated using the following equations:, [20]

P =-51.3 VRSSI-49.2 [dBm] at 433 MHz
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P =-50.0 VRSSI- 45.5 [dBm] at 868 MHz

The A/D converter measurements need to be refedeiocthe voltage of a battery in
order to give trustworthy readings.

The measurements are then sent to the base d@atiumther processing.

4.6.1 MBeacon application

The beacons’ software is designed to send periogissage packets to a TinyOS
broadcast address (TOS BCAST _ADDR). Apart from #tandard fields, the

message contains additional information necessapydcisely compute the location
of the beacon in relation to other motes. Figured2picts the exact structure of a
packet that is forwarded within the ad-hoc netwearfker the fields of the packet are
filled out with data by receiving forwarding nodelease note that the following
example concerns the packet that is carried byduading nodes to the base station.
The frame structure is the same as the frame ofp#uket created by MBeacon

application. The only difference is that MBeaconogram fills out only

sourceMotelD, sendingTime and the default fielda 310S_msg data structure.

Fig 20 MBeacon message structure

The following fields are contained within the frame

. dest - the destination of a packet (default)

. handlerID — the message handler ID (default)

. grouplD — the ID of the group within which a patks sent (default)

. msg len - the length of the message (default)

. sourceMotelD — the ID of the beacon

. sendingTime — the timestamp of the packet. i temestamp of a particular

beacon at a particular moment in time and usedsdinduish between the

packets received from the same beacon.
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. receiveNodelD — the ID of the node that has rexmkithe signal from the
beacon.

. msg_strength - the strength of the signal. Taisable is calculated by one
or more motes placed on the road and representtringgth of the signal of
the message sent by the beacon and received Inyaiiee Please note that this
value does not represent the actual RSSI valuers@wuADC readings and is
used for debugging.

. dBm - is actual RSSI value referenced to theagdtof each of the receiving

nodes separately

. packetld — is a unique packet identifier thaused to distinguish between
different packets. It is assigned at a mote the¢ives the signal from the
beacon and forwards the information. It is thenduge routing to avoid
forwarding duplicate packets and broadcast stoamsexd by overhearing and

forwarding the same packets multiple times.

. TTL — a time to live field determines the rangighim which the packet can

be forwarded and is limited to 60 hops only.

MBeacon application consists of two files. Oneld files is a configuration file that
wires all the necessary interfaces to the impleatemt. The MBeaconM.nc file

implements the software.

The messages are sent every 500ms. TimerC is thgpaeent that provides

necessary interface.

4.6.2 MyRoute application

The mote network is not a completely ad-hoc. Theesaohat are supposed to be
placed along the road seem to have more featurasfiged network rather than a

complete ad-hoc and chaotic group of communicaiodgs.

This allows to ignore most of ad-hoc routing praiscand turn toward a simple
routing solution that will reliably forward packetsward the base station with as

little latency as possible.
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The functionality of MyRoute application is verymgile. It is installed on every
mote, apart from beacon nodes and the mote regeilrasignals on the base station.

It waits for broadcasted messages from beaconstéed motes.

As soon as a message from beacon arrives at the omtthe road, MyRoute
application calculates the strength of the signatl senters a value in the
msg_strength field of the packet. The strengthhef signal is a part of a default
TOS_msg structure.

typedef struct TOS_Msg
{
[* The following fields are transmitted/received the radio. */
uintl6_t addr;
uint8_t type;
uint8_t group;
uint8_t length;
int8_t data[TOSH_DATA_LENGTH];

uintl6_t crc;

[* The following fields are not actually transted or received
* on the radio! They are used for internal actmg only.

* The reason they are in this structure is thatAM interface
* requires them to be part of the TOS_Msg thaidssed to

* send/receive operations.

*/

uintl6_t strength;

uint8_t ack;

uintl6_t time;

uint8_t sendSecurityMode;
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uint8_t receiveSecurityMode;
} TOS_Msg;
[21]

Even though the field containing the data with geength of the signal is easily
accessible the readings are not real dBm valuesseélare raw ADC readings and

need to be referenced to the battery voltage.
async event result_t ADC.dataReady(uintbatterydata){
float x;
CLEAR_BAT_MONITOR();
x = (float)batterydata;
x = 125235/ x ;
voltage = (uintl6 t) x;
return signal Battery.dataReadyage);
}
The acquired voltage can be then applied to tHevimhg equation:
MyVrssi = ((volt/100) * Msg->strength)/1024;

Having the real RSSI values, we can calculate ttteah strength of the received

signal in dBm:

Dbm = (51.3 * MyVrssi) + 45.5;

Fig 21 Data packet after adding in the signal gjitevalue

The IDs assigned to beacons are greater than ZhEcé&MotelD field - byte).
Thanks to assigning a different addressing spacedtes used for forwarding the
messages and beacons, receiving nodes can easilygdish between the signals
arriving from beacons and packets broadcasted togr ahotes used for forwarding
the data.
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The addressing is not structured and it has naenfie on the routing protocol.
Using a simple routing protocol that is based omallcasts has many advantages.
The protocol has nearly no overhead. The messagesvbuld have to be generated
and flooded to the network in order to find the teowo the destination would

generate additional traffic and use more bandwtidiéim the present implementation.

Broadcasting may however be dangerous as it creates traffic than unicast,
because messages are addressed to all nodes.emtordrevent broadcast storms,
two countermeasures have been implemented. Fomgartides buffer the last 30
IDs of received packets and every time they recaiveew packet, they look for
recently received IDs in the ID table of packetstthave already been received, in
order to check whether the message has already foeearded. If the packet is
already in the ID table, the packet is dropped andot forwarded again. This
mechanism prevents the nodes from sending the s@sgages infinitely, generating
more and more traffic, using more energy and slolringing the whole system
down. Of course some adjustments may have to bieedpjt may turn out that the
number of buffered packet IDs may have to be irsgdaThis may be caused by

many beacons moving in the same direction, in ghwegimity (a group of people).

Another countermeasure implemented in the routnegopol is a TTL field. It limits
the life of every packet to 60 hops. This mechanm@vents the packets to be
forwarded too far. As we assume that the baseostatvill be placed on the road
every 200 — 300 metres, the packets shouldn’t iveaii@led too far.

4.6.3 Base station mote NesC software

For testing purposes the TOSBase application has lsed. It captures all the
packets that it can hear on the radio interfacerapdrts them back to the serial port.
It also forwards all incoming UART messages outthe radio interface. The
application has been used in combination with ingbs.tools.Listen application. It
displays all messages received on the radio irderéad forwarded to UART. [22]
Before running the Listen software, the environmeniable MOTECOM needs to
be set up. It tells the java Listen tool (and nutsier tools as well) which packets it

should listened to. The baud rate says to listenrtete connected to a specific serial
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port at a specific interval. The baud rate is thecsfic type of mote. For the mica and
mica2dot motes, the baud rate is 19200, for thenicis 57600 baud.

4.6.4 Serial Forwarder

Serial Forwarder is an application that is usedetnl packet data from a serial port
and forward it over an Internet connection. It afoother programs to be written to
communicate with the sensor network over the neékwdr Serial Forwarder is
running on the same machine as the client apphicathe “localhost” port is used.
The use of Serial Forwarder is simple. It is acedsgy programs by creating a
socket connection on a designated port. This all@wvsery easy creation of a wide
range of different applications that may easilyesscthe data gathered by ad-hoc

network of interconnected motes.

Fig 22 Serial Forwarder program

Serial Forwarder does not display the packet ds¢df.i Instead, it listens for network
client connections on a given TCP port (9001 is db&ult), and simply forwards
TinyOS messages from the serial port to the netvalidnt connection, and vice

versa.[22]

4.6.5 Base station’s Java software

Base station Java software communicates with théesnprogrammed in NesC,
using Serial Forwarder application described ab@d&.soon as Serial Forwarder
creates a socket, the application simply makes B ©@hnection on the port 9001

using “localhost” as a destination address. Sémmivarder allows for establishing
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connections over network, however for our solutiemote access to data gathered

by the motes is not necessary.

To easily read the messages, which are forwarde8dnal Forwarder, a Mig tool
had to be used. The messages are forwarded todhted socket in raw byte form
and need to be parsed before accessing. Mig is ssdde Interface Generator for
nesC which allows for automatic creation of Jawssés that are used to access the
data encoded in each packet. To generate a jaga uked for accessing the data a
structure describing information contained withire fpacket and stored in a header

*.h file must be used. The following structure we®d to generate the java class:
typedef struct MyData{

uintl6_t sourceMotelD; //beacon ID

uint32_t sendingTime; //beacon timegam

uint8_t receiveNodelD; //id of mote thateased signal from beacon

uintl6_t msg_strength;

uintl6_t Dbm;

uintl6_t packetiD;

uint8 t TTL;

} MyData;

enum{

AM_MYDATA=2 // represents the type of a messag

The command:

mig -target=mica2 -0 MyData.java -java-classnameéfizetection.MyData java
MyRouting.h MyData
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generated necessary Java class file and enabledsattcforwarded data without the

necessity of parsing byte messages.

The Base station application uses the same mechgmieventing it from storing

duplicate packets as the routing protocol. It ckettle ID of each packet that is
received from the Serial Forwarder. If the packat hot been received previously, it
is stored together with the ID of the beacon thatmessage originated from, the ID
of the mote that received the packet from the beait® strength of the signal (RSSI

value), and the timestamp of the beacon:

public int[] packetlIDTable = new int[30];

public short[][] receiveNodelDtab = new short[10}]2
public long[][] timestamptab = new long[10][20];
public int[][] dBmtab = new int[10][20];

If timestamp contained within received packets eases twice, the beacon location
calculation is triggered. The base station caleglahe position of the beacon using
different number of received packets, dependinchow many nodes on the road

received the signal from the beacon.

As the beacon sends the information every 500ngsjritial time from which the

beacon is detected for the first time, till the nemmwhen the position is calculated
equals 1500ms + routing latency. Routing laten@y variable in this equation, but it
should not influence the overall performance of siystem. We will measure the

initial and overall latency by carrying out tests.

The base station software does not only calcutsddcation of the beacon, it also
sets up a UDP server and multicasts the information

InetAddress group = InetAddress.getByName("23010)0.
DatagramPacket packet = new DatagramPacket(bufebgth, group, 4446);

It sends the information to the multicast group .23M1 on the port 4446, so any
client within this group listening on a designafeatt can receive the data. We have
used UDP for wireless link, because due to harsle tonstraints there would be
insufficient time to establish a TCP connection asehd the data. TCP is a
connection oriented protocol that provides mechmasisnsuring data delivery, but it
has relatively high overhead. It uses a mechanighed three-way-handshake to

50



establish a connection and is not suitable for #ém¥ironment where instant
connections are required. UDP on the other harndnsectionless and does not need
to establish the connection. The client needssteri on the port and be in a defined

multicast group to receive the message.

4.6.6 Client's Java software

Current implementation includes client’s softwaoe ffeceiving location updates on
the car’s on board system. Java client applicdtgians on port 4446 for incoming
packets. If a packet is received, the client chetlsparticular beacon changed it's
location since last update. If the location id ¢tie same, the data displayed does not
change. If however, the beacon is reported to be different location, the client

software displays updated information.
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Chapter 5: Evaluation

5.1 Evaluation goals

We carefully chose different types of tests to meashe overall performance of the
communication framework. We aimed at identifying tparts of the system that
perform well enough to be a starting point for hert development and could be used
in the future implementation after slight modificets. We also kept in mind that the
first tests should evaluate the suitability of eitinardware or software and measure

the optimal configuration of the system.

There are technical papers evaluating the perfocmanf Mica2 motes’ radio
modules in various environmental conditions, eitiheioors or outdoors, so we were
able to specify the boundaries within which theseshould be carried out. That

included the physical layout of the motes and thdiguration of the software.

Apart from testing the suitability of the hardwaused, the tests focused on the
developed routing protocol and it's performanceatlatively large ad-hoc network
consisting of up to 13 motes and several beacorsaldb wanted to test the Java
software developed for the base station as wethaslient’'s software created for

car’'s on board system.

5.2 The Tests

We carried out several different tests in varyiranditions and communication

framework’s configurations. The variety of diffetetests helped us to understand
whether the technology used is mature enough tesbkd in a time constrained real
time system like Pedestrian Detection System.

The tests can be divided into two separate groups:
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Extensive indoor testing
Outdoor tests and evaluation

Even though outdoor testing is better justifiechtkize tests that we carried out inside
buildings, we think that the indoor testing doegega many valuable information
about the behaviour of the framework in the preseoft obstacles and distorted
signal. We think that to some extent the indootstelésplay the performance better
than outdoors tests as the indoor environment mékegsadio signal distort and
reflect from walls and other obstacles and thus swea the resilience of the
hardware to distorted messages. It also shows hallithve routing protocol manages
to forward the information in highly congested eowmiment where many nodes

overhear the same signal.

5.2.1 Indoor testing

A large variety of indoor tests has been carried. dine first tests aimed at
measuring the resilience of the routing protocolhighly congested but small
network. The tests that we managed to carry det Emed at measuring estimated

accuracy and performance of the communication freonie

5.2.1.1 First tests used for debugging the routing protocol

The first test involved the use of two beacons sensdignals every 500ms. The test
was carried out in a single room with four moteingcas routers and one mote
acting as a base station. The test lasted for twwtes and gave us valuable
information about the resilience of the routing tpoml to interference caused by
close proximity of the motes as well the accuraicmeasured RSSI signals.

During the test, the motes acting as routers wéaeep in different places in the
room. The distance between adjacent routing moéssapproximately 2 metres. The
beacons were placed close to two different motea distance of approximately
20cm.

It is worth to mention that this test was carried during the development phase and
did not involve fully completed software. It provétht our approach to routing was

successful as we haven't noticed packet loss, laadiélay in displaying up to date
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information. Only when the routing nodes were ptheery closed to each other (less
than 50cm) we have noticed the delay in the deliadrthe packets and some of
them being lost.

5.2.1.2 Indoor testing environment and assumptions

To make it possible to compare different indootsdewe assumed the same layout of
the network (a straight line). We also decided thattest should be somewhat static.
This means, that the beacon carried by a “pedastwauld be sending signal from
the places set up in advance — the person caraylmgacon would stand beside each
node and between each two adjacent routing motatdéaime of approximately 10
seconds. This would give an acceptable set of des@ful in further analysis and
comparison. The time of 10 seconds allows the bedoosend 20 messages (a
message is sent every 500ms) and gave us appreymédbcation readings for each
position. | am using the word “approximation” besawe did not measure the exact
time that the person stood in one place. The amotinime however, does not
influence the results of the tests. The importaat for us, was to get at least 5
location values calculated at the base statiort, wloalld allow us to compare the

results.

Fig 23 The mote used as a beacon and routing nrotke background

54



Fig 24 A general layout of the forwarding nodes

A laptop computer was used as a base station.dtrwaning Cygwin emulator. The
mote with TOS_ Base software installed was connettéde MIB510 gateway. The
gateway was connected to the computer via RS232 thwough a USB to RS232
adapter. The data was received by a Serial Forwanjdication that forwarded the

messages to the dedicated base station software.

Fig 25 The base station with the MIB510 gatewaynemted to it

The base station software was processing received baffered messages and

displaying the inferred location of a beacon atvemgtime. The data was logged to a
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text file at the same time to make it easy to campdifferent sets of data from

different experiments.

Fig 26 The base station to the left, the ad-howosdt and the person acting as a

pedestrian carrying a beacon

It is easily visible from the pictures, that therrador used for testing was very
narrow. The motes were placed close to the wathwleft, which reflected and

distorted the signal. The environment greatly iefloed the results.

It is important to say that the addressing of thete® does not influence the routing
protocol. The differences in the location of part# forwarding motes are relevant
only to the base station which needs to know trectelocation of the motes for the
location information to be of any value. Howeveqr fthe routing protocol,

addressing is not important.

The IDs of the forwarding nodes varied between 40 21. The beacon used for
testing had the ID = 398. For the convenience efahalysis of the acquired data, the
motes’ IDs were increasing as the distance fromlhage station increased. The

layout of the motes with particular IDs was asdol:

Base station - 10 - 11 — 12 -13-14-15-16d—-18-19 - 20 - 21

(indoors — 3 metres distance between the motes)

Base station — 10 — 11 — 12 — 13 — 14 — 15 (indeos metres distance

between the motes)
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Base station — 10 — 11 — 12 — 13 — 14 — 15 (indeois metres distance

between the motes)

Base station — 10 — 11 — 12 — 13 — 14 — 15 (outdeo® metres distance

between the motes)

Base station — 10 — 11 — 12 — 13 — 14 — 15 (outdeor metres distance

between the motes)

5.2.2 Initial test involving 12 motes (3 metres betweeadjacent nodes)

The first major test involved the use of relativieyge network of 12 motes acting as
routers, each of them placed in a straight line imarrow corridor. There was only
one mote acting as beacon, sending a signal ev@@n& All other motes were

acting as routers, and were forwarding the inforomatvith a measured strength of

the signal.

The first test with 12 mote network layout was ahalyic test, ensuring that the
whole system is gathering and processing the irdtion. During this test, a person
walked along the line of motes carrying a beacdme $peed of a person may be
described as a medium speed walk. We don’t redsddst as a valuable source of
information as it was hard to know the real locataf a person in relation to the

location results displayed by the base station.g@dreon was walking starting from a
close proximity of the forwarding node with the ¥21, which was the furthest

node from the base station.

The results are as follows:

beacon: 398 close to node: 21 - 53.91
beacon: 398 close to node: 20 - 60.42
beacon: 398 close to node: 19 - 71.62
beacon: 398 close to node: 19 - 71.3
beacon: 398 close to node: 19 - 60.31
beacon: 398 close to node: 21 - 66.46

beacon: 398 close to node: 19 - 60.31
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beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

beacon:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node:

398 close to node

18 - 53.46

17 - 62.54

19-63.5

18 - 62.22

14 - 72.26

14 - 70.98

14 - 70.98

15-53.44

13-62.81

14 -72.42

14 - 67.64

12 - 68.12

11 -63.66

13 -66.93

14 - 75.76

11 - 60.63

11 - 60.63

11 -70.67

11 -70.67

13-380.43

:11-72.9

The results represent the ID of a beacon, the I dbrwarding node that is in
closest proximity to the beacon (according to RS®I)l the value of a measured
strength of the signal. Even though the resultstcseem to be very accurate, the
largest reported inaccuracy in forwarding motess tBported was 2. Considering the
fact that the motes were 3 metres apart, we marntagachieve 6 metre accuracy. As
mentioned before, it was hard to estimate the aposition of a person. However,
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we estimated that the location information weree@osds out of date. As the new
location information are calculated and displayecrg 1.5 seconds, this has
introduced additional approximate 2 metre erroreriually, we have received 8

metre resolution which still is acceptable.

The error would be much greater if we considergeson who was moving much
faster. To reduce the error some sort of reasomigit be introduced in the base
station’s software. It could predict the directiohmovement of a person as well as
take into consideration the fact that the dataiveceby the base station is slightly

out of date.

5.2.3 Indoor test involving 12 motes (3 metres betweerdg@cent nodes)

The second of indoor tests was carried out in alainonditions. It involved the

same amount of forwarding motes and one beacondbasting the signal every
500ms. This test however was more static than itse dne. This time the person
acting as a pedestrian carried the beacon to ttaiém set in advance, which was

either the spot next to one of the motes or theespatween the motes.
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Fig 27 Measured accuracy of the estimated locations

The beacon was not turned on from the beginninth@ftest. The person carrying a
beacon would go to the designated location andtherteacon then for the period of

approximately 10 seconds and was moving forwartthéonext location after turning
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it off. The person was stopping next to each ofrtbeées as well as between adjacent

nodes. The process gave us 23 different sets cduneaents.

The accuracy is defined as a percentage of readliaggsvere displayed by the base
station that were correct in relation to the actpasition of a beacon among all

readings carried out at a particular location.

The other set of tests that was carried out with leacons between the adjacent
forwarding motes made the same assumption with arg difference. The
measurement was considered accurate if the locatformation shown by the base
station was identifying either of the adjacent rod@des a correct location of the

beacon.

The measured accuracy was not perfect. Accordirayitexpectations, the accuracy
of estimated location was not high. It is displagecdthe graph in Fig 27.

The average accuracy of sensing the location &a&dn was an unimpressive value
of 36,64%. This was calculated on the basis of @dtBnated locations during the
whole experiment. This means that during the wiealgeriment the beacon has sent
639 packets containing it's timestamp and ID. Wendb know how many packets
were actually received by the base station, as tdyinformation from the packet

with the strongest strength of the signal value diaplayed.

As you can see from the graph, the system did edopn very well, when it comes

to estimating the exact location. This was not i@rsse. Before the experiment we
assumed; taking into consideration the results afiyrtests that were carried out by
authors of different technical papers describing ¢bmmunication performance of
Mica2 motes; that the optimal distance betweemtbges should oscillate around the
value of 5 metres between adjacent nodes. Forwgrdides in our experiment were
only 3 metres apart, meaning that considering tsagce over which the motes can
communicate as well as the test environment thatderaged” the propagation of
the radio signal, we can safely assume that alesad the network were receiving

every signal send from a beacon every 500ms.

If we consider that all the motes were receiving $lgnal, it means that all 12 motes
were measuring the RSSI and filling out all thddeof the routing message and
sending the message at the same time. This wansitdBfia highly congested

environment. We could expect the decrease in theng performance. However, we
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have not noticed any degradation at all. Even wthenbeacon was at the very far
end of the network, the location information wasptiiyed on average every 1.5
second giving the information about a beacon beomgewhere at the far end of the
network. The accuracy was only 36.64%, but we nwedemember that we

considered a measurement accurate only when tlidocdisplayed by the base
station’s software was actually displaying the IDtlee mote that the beacon was
closest to. When the measurement was taken withdéheon between two adjacent
nodes, the measurement was considered accuratevbely the displayed location

information shown the ID of either of the closesitas. To prove it we display the

measurements taken when the beacon was at thedaf ¢he network:

beacon: 398 close to node: 21 - 55.41
beacon: 398 close to node: 18 - 74.91
beacon: 398 close to node: 19 - 67.75
beacon: 398 close to node: 17 - 74.6
beacon: 398 close to node: 21 - 53.05
beacon: 398 close to node: 21 - 52.73
beacon: 398 close to node: 20 - 65.47
beacon: 398 close to node: 20 - 66.1
beacon: 398 close to node: 20 - 66.26
beacon: 398 close to node: 20 - 66.26
beacon: 398 close to node: 18 - 70.03
beacon: 398 close to node: 20 - 65.47

The exact accuracy is very poor and has the vél36.64%. However, as you can
see the maximum error in location estimation wamates (4 reading), which

equals 12 metres. We find this result acceptabéetda very noisy environment.

Another interesting finding is that the accuracytltd measurements of the strength
of the signal degrade in the presence of nearbtacles. As you can see in graph in
Fig 27, the performance accuracy decreased strarglynd the & and 2°, 6" and

7™ 10" mote. This is due to the fact, the there wereamthss in the closest proximity
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of the motes. The obstacles can be seen on thagsobn the right hand side in Fig
23, 24 and 26.
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Fig 28 The accuracy with beacon placed betweercandjdorwarding nodes

We considered a reading accurate when the displayednation concerned either
of the IDs of the adjacent nodes.

5.2.4 Indoor test involving 6 motes (5 metres between aalgent nodes)

100
90
80
70

S 60 -
>
g 507 \ /\
§ 40 \/A

30 >

20 \/

10

0

1 2 3 4 5 6

Forwarding node 1 is closest to the base station

Fig 29 Measured accuracy of the estimated locations

The next test was carried out in similar conditiaml in the same way as the
previous one. The only change in the set up wasdibi&ance between adjacent

forwarding nodes and the number of the motes ireain the test.
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As we predicted, the overall performance in estingathe accurate location of the

beacon increased by 4.1% and was over 40% (40.74%).

Due to a slight change in the configuration theralleerformance has increased.
We can still notice the degradations in the pertoroe near the obstacles. This

supports the statement that we made during thiesfiqgeriment.

The measurements of the location when the beacenm@ose proximity of the last
node in the network, gave acceptable results again.

beacon: 398 close to node: 15 - 55.69
beacon: 398 close to node: 15 - 55.37
beacon: 398 close to node: 15 - 55.37
beacon: 398 close to node: 12 - 76.39
beacon: 398 close to node: 14 - 73.56
beacon: 398 close to node: 11 - 80.31
beacon: 398 close to node: 13 - 76.54
beacon: 398 close to node: 12 - 74.5
beacon: 398 close to node: 15 - 58.35
beacon: 398 close to node: 14 - 70.58
beacon: 398 close to node: 14 - 70.58
beacon: 398 close to node: 15 - 57.26

The maximum variation in the displayed results ®@a®des this time, which results

in 15 metre inaccuracy. The odd reading is displageyellow.
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Fig 30 The accuracy with beacon placed betweercadjdorwarding nodes

Again we considered a reading accurate when th@agesd information concerned

either of the IDs of the adjacent nodes.

5.2.5 Indoor test involving 6 motes (7 metres between aalgent nodes)
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Fig 31 Measured accuracy of the estimated locations

The next test was carried out in a very similardibons and in the same way as the
previous one. The only change in the set up wasdib&nce between adjacent

forwarding nodes and the number of the motes ireain the test.

The overall performance in estimating the acculatation of the beacon increased
by a 15.5% and averaged at 56.24%.
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It's easily visible that the readings are much mstable this time and oscillate
around the value of 50%. We consider this an aebtéptevel. We need to mention
that the maximum error was 3 nodes, which resuhie®dl metre inaccuracy. The

odd reading is marked in yellow:

beacon: 398 close to node: 14 - 69.25
beacon: 398 close to node: 15 - 70.97
beacon: 398 close to node: 15 - 71.6
beacon: 398 close to node: 15 - 56.56
beacon: 398 close to node: 14 - 65.66
beacon: 398 close to node: 14 - 65.5
beacon: 398 close to node: 15 - 56.71
beacon: 398 close to node: 13 - 75.88
beacon: 398 close to node: 12 - 77.69
beacon: 398 close to node: 14 - 75.35
beacon: 398 close to node: 15 - 62.79
beacon: 398 close to node: 15 - 58.89
beacon: 398 close to node: 14 - 69.1

As in previous experiments; we considered a readowyrate when the displayed
information concerned either of the IDs of the adj& nodes.
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Fig 32 The accuracy with beacon placed betweercadjdorwarding nodes

5.2.6 Outdoor testing

After carrying out extensive indoor testing, we ided to move the network to the
environment which would be similar to real life caions. We were hoping to get
more consistent results in open air environmerfiaut obstacles near the motes that

could reflect and distort the signals.

5.2.6.1 Testing environment and assumptions

Outdoor tests were carried out on the flat surfagéiout any obstacles in close
proximity of the motes. The conditions of the tegre very similar to indoor tests
and involved one beacon and forwarding nodes. apeutt of the forwarding nodes

was a straight line.

Again the base station using exactly the same haneland software as in the indoor

tests was placed at the edge of the network ofdatimg nodes.

To make it possible to compare the results of indoa outdoor tests, we agreed to
make the assumption the test would be carriedtatitally. Once more we assumed
that the beacon would be turned on and off in fikedtions so that we could collect

sufficient amount of data for comparison.
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Fig 33 The layout of the forwarding motes

We decided to carry out two different series of sueaments- one involving
forwarding motes placed at the distance of 5 mdtmen each other, and the second
one with adjacent nodes being 7metres apatrt.

5.2.6.2 Outdoor test involving 6 motes (5 metres between gtent nodes)
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Fig 34 First set of outdoor measurements
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Fig 35 Second set of measurements with replaced nod
The first of the test involved the distance of Smee between the forwarding motes.

As you can see on the graphs in Figures 32 andv83have noticed a greatly
decreased efficiency of estimating the locatioruatbthe node number 3. The Fig
33 shows the second data of measurements aroued3neten it was replaced with

another unit.

The overall accuracy in estimating an exact locatb a beacon was 75.84%. We
consider this value a very good result. It's warikntioning that the inaccuracy in
estimating the location was a two node error, whiggults in 10 metre inaccuracy.
Out of 138 different measurements only 1 was exogglthis boundary.
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Fig 36 Measurements taken between adjacent formgurhdes
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Similarly to indoor experiments we decided to takee estimated location
measurements between the motes. The measuremerbnsidered accurate when
the displayed information concerned either of tbs bf the adjacent nodes. The

average accuracy was very high 91.31%.

5.2.6.3 Outdoor test involving 6 motes (7 metres between gtent nodes)

The final test tested the accuracy of estimating litcation when the adjacent

forwarding nodes were 7 metres from each other.

The overall performance of the system was 72.63Blevthe maximum error in the

estimation was two nodes, which equals 14 metres.
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Fig 37 The measurements of the accuracy of estmatr metre distance between

adjacent nodes

The measurement taken when the beacon was plateedretwo adjacent nodes
was considered accurate when the displayed infoomabncerned either of the IDs

of the adjacent nodes. The average accuracy wgsigr 78.89%.
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Fig 38 Measurements taken between adjacent formgrhdes

5.3 Results comparison and evaluation of the system

After extensive testing in various configurationgth different number of beacons in
outdoor and indoor environment we can conclude that results of different
measurements are somewhat coherent. Even in highhgested environment
(indoor testing), the results of the tests seetvetacceptable if the routing nodes are

far enough from each other.

As stated in theé.1 Evaluation Goalswe wanted to identify which parts of the
developed framework can be used for future devetspmThe initial tests give

valuable information on the performance of the eaystis a whole, but also lead to
some conclusions concerning the efficiency of palér elements, like the routing

protocol or the process of inferring the locatinoformation.

When talking about the evaluation, we need to keepnind, that the present
implementation is a mere prototype, a proof of emtcather than a ready solution.

That is why the overall performance is not the niogtortant issue.

When evaluating the system we need to consideaticaracy, which is the main
goal to achieve. Another important points are leyeand reliability of inferred

information. In our opinion these are the most inwgat factors.

70



5.3.1 Indoor tests’ results comparison

The indoor and outdoor tests should not be directtynpared. Due to huge
differences in the propagation of the signal, tlaage of the motes and the
“noisiness” of the environment a direct comparisayuld lead us to inaccurate and

faulty conclusions.

When talking about indoor experiments it's easgde that the overall performance
of the system increased with the increasing digtd®tween forwarding nodes. The
reasons for that seem to be obvious. As it iseassible from the pictures, the hall
that the test was carried out in was very narrod @mcouraged propagation of the
signal which was reflected by the walls that weeeyvclose to the source of the
signal. This is the only sensible explanation iegustified by the fact that moving

the nodes more apart resulted in better experimeasults.

When comparing the tests’ results in the graph&ign27, Fig29 and Fig 31 that
depict the measurements from three different erpents, carried out in the same
environment but with different layout of ad-hoc wetk with distances between
adjacent forwarding nodes of 3, 5 and 7 metress ieasy to see that RSSI
measurements and location calculation accuracy nigeasing together with

increasing distance between adjacent forwardinggsio@verall accuracy values for
these three experiments are 36,64%, 40,74% and%6,Phe increase is meaningful
and even though, the growing distance between adfjamotes reduces overall
resolution of the system, the calculations aré rsiilre relevant to the actual location

than those acquired during tests with small disgtarbetween forwarding motes.

Another issue worth mentioning is degraded perforeeaof RSSI calculation if the

motes that receive the signal are close to obstacle

Looking at the graph in Fig 39 it is easy to notieduced accuracy in estimating the
location of the beacon around the mote numbera?d610. In a very close proximity
to these three motes there were obstacles whidhinleinfluenced the results.

We have noticed similar behaviour in the test whetre distance between the
adjacent forwarding nodes was equal to 5 metresal®eot sure if this was only a
coincidence as we haven't managed to conduct addititesting. However, the
influence of obstacles on RSSI calculation is higitbbable.
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Fig 39 The results of the first static indoor test

The tests where the beacon was placed betweendjoeat nodes seem as if they
gave much better results. This is due to the fadtthe test allowed for much greater
error. We considered the result accurate when reihehe IDs of the adjacent
forwarding nodes was displayed by the base statisoftware. On the other hand the
tests during which we were measuring the locatidnerwthe beacon was directly
next to a particular node did not allow for anyoerwhen measuring the accuracy.
This is why the system seems to perform much wamsa situation when we
measured the location of a beacon when it was @ldoectly next to one of the
forwarding nodes. The results of the tests withcbaanext to a particular node and
between adjacent nodes should be taken into coasioie together. According to

this rule we managed to achieve:
46,82% accuracy — indoor test 3 metre distancedmrithe nodes
54,76% accuracy — indoor test 5 metre distancedmivthe nodes
71,29% accuracy — indoor test 7 metre distancedstthe nodes

The accuracy given above does concern only theofke motes. This means that
even though the accuracy of the system may seenbdke when the distances
between forwarding motes are 7 metres, we needdp kK mind that the error grows

together with the distance between adjacent nodes.
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Fig 40 The distance between forwarding nodes vgirmam error

The graph above shows the maximum error that weagethto log. When looking at

this graph, one can say that the accuracy of infgithe location when the distance
between the motes is 7 metres is not acceptakkeirtportant to say that among 13
different readings, there was only one that coegisuch a big error. One way of
getting rid of such errors is to ignore odd readititat are not coherent with already

acquired data.

In overall we were not surprised with the resuftthe indoor experiments. We were
expecting large inconsistencies in the data gathdtging the experiments. This is
due to the environment that encourages the projoaigat the signal. The results of
these experiments were not coherent with the indtion about the range of Mica2
motes that we managed to gather before design@gyktem. According to this
information, we predicted that the optimal distabetween adjacent motes should
not exceed 5 metres. It turned out however, thatrésults were better when we

increased this distance to 7 metres.

We were quite surprised with poor resilience of thetes to the obstacles nearby

that seemed to be distorting the signal and engmgdaulty RSSI readings.

We were very happy with the performance of theglesi routing protocol which at
this moment was the core part of the system. Weewsaeptical about it's

performance in highly congested environment. Ihégr out that it managed large
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numbers of messages very well. Either the tests mitltiple beacons or the tests
involving large numbers of forwarding nodes clase&ch other (12 motes — 3 metre
distance) didn’t seem to reduce it's performance. Wdven't noticed any significant
delay of the data arriving at the base station. iffemation was reliably displayed

every 1,5 second at the base station.

5.3.2 Outdoor tests’ results comparison

The results of the tests that we managed to carryotdoors were much closer to
our expectations than the indoors measurement$1 &othe tests resulted in high
accuracy of the data. As we predicted, the bestopeance was noted when
forwarding nodes were 5 metres apart. This wasistm with the information

acquired from the papers evaluating the range cb®Iradio modules.

The data was also much more consistent and thenmaxierror had much lower
value than the one observed in indoor tests. Thphgr displaying the information

are much smother than those showing the data dimointests results.
The overall performance of the system was very:high
83.57% accuracy — outdoor test 5 metre distancedsst the nodes

75,75% accuracy — outdoor test 7 metre distancedsst the nodes

The maximum error for both experiments was theesdinwas equal to 2 motes,
which results in 10 metre inaccuracy for 5 metsgatices between the motes and 14

metre inaccuracy for 7 metre distances.

Again, we had no problems with the routing protoatblich smoothly delivered all

collected data.

The results of the experiments confirm our predredi concerning the layout of the
ad-hoc network. Eventually it turned out that thstahce of 5 metres between the
motes seems to be optimal. Increasing it in outdeovironment resulted in

decreased performance. What is more, the rangeicd2vradio modules decreases
in the rain or fog, so the forwarding motes shaubd be placed further apart due to

the possible loss of connectivity.
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5.3.3 Overall system evaluation

The tests that we carried out helped us to answpoitant questions concerning the
approach we have taken as well as the design amftjoration of the system. We
seem to have a definite answer concerning themguydrotocol, which managed to
handle the traffic much better than we expectediarmdir opinion is a good starting

point for further development.

Slightly inconsistent indoor results should notableig concern. The motes seem not
to be resilient to the obstacles in the nearby gind faulty RSSI reading in case of
objects present in close proximity. However, thisowdd not create additional

problems in the future.

The overall approach, considering the use of bestmmlocating purposes seems to
be a good temporary solution. It may help to dgvélee mechanisms that with slight

changes may be implemented in future versionseyistem.

The elements of the system that definitely neetdeéamproved include either the
base station software and the client software whhtbe installed in the car in the
future. The major change that should be made tob#se station software is the
introduction of additional reasoning. If the basstien was taking into consideration
the direction of movement of a pedestrian and edgch speed; which might be
calculated using multiple sensor readings; it mightpossible to drop the faulty or

odd readings.

The client’s software, that receives broadcastmftbe base station is very simple

and needs further development as well.

Another issue that concerned us was 2 second laterestimating the location of a
walking pedestrian. The information displayed bg base station during a dynamic
test were 2 seconds out of date. The speed ofsmpearrying a beacon during the
test was a normal walking speed. The inaccuraqyedicted location if the person
was running would be unacceptable. This might beraved by implementing more

“intelligent” software for the base station.

We were not able to carry out the tests in bad kezatonditions due to practical

reasons. According to the information we managédth this might pose additional
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problems, as the range of Xbow radio modules dsegem the rain and the fog. To
avoid the loss of connectivity between the mothse, use of additional forwarding
nodes acting only as routers and placed on a higleemd to reduce the effect of
Fresnel zone might be considered. Further testimgquired in order to identify the

optimal distances between additional motes.
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Chapter 6: Conclusion

6.1 General Conclusions

The solution presented in the previous parts &f thésertation is a fully functional
prototype of the communication framework for Pedast Detection System. The
core elements of the implementation that consisteerouting protocol deigned for
the network of forwarding nodes participating ire tiprocess of gathering the
information as well the process of measuring theSRSignal performs well

according to the results of our tests.

If similar equipment within ad-hoc network is usedthe future, both the routing
protocol and RSSI measurements may be used asrtngstpoint for further
development. Implemented communication frameworkukh make it easier to
deploy the network of sensors connected to the snatieich will eliminate the
necessity of using beacons for inferring the laraof a particular person at a given

time.

According to experiments that we carried out, theting solution deployed for the
system is fully scalable and is capable of handlarge numbers of information,

even in highly congested environment.

On the other hand many improvements in the baserstaand client’s software are

needed. We outline the desired changes in FutuvelBgment section.

6.2 Obijectives fulfilled

1. The initial design of the communication framewdrsksed on ad-hoc network
created between Mica2 motes as well as the deveopof base station’s
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software gathering the information acquired byrbees in the network and

multicasting these information over a wireless link

2. The creation of basic mechanisms used for detectfopedestrians. These
mechanisms are capable of inferring approximatation of the beacon with

10 metre accuracy.

3. Successful development of the routing protocotierad-hoc network; based
on broadcasts and the assumption that the sametpamdn not be forwarded
twice by the same node. This is the core elementhefcommunication

infrastructure.

4. The development of applications for the base statnderring the location
from information gathered by particular nodes wittiie ad-hoc network.

5. The deployment of basic client application capaifleeceiving multicasted

location information.

6. Initial testing and evaluation of the routing proag the performance and
overall accuracy of the system and identificatidrelements of the system

that may be used for further development.

6.3 Future Work

The number of possible improvements is vast and Mery hard to predict the
direction of the evolution of the present systene ¥#n outline some improvements
which would strongly improve the overall performaraf the system.

Adding additional functionality to the base statfomsoftware is a must. Present
performance of inferring the position of a partarubeacon is far to poor to be used.

This requires additional work and testing.

The client’'s software is very primitive. Further skoon this piece of software
includes the deployment of the application for adteeld device and further testing

of the solution in a wireless, remote configuration

We predict that due to degradation of the rangdMmfa2 radio modules in bad
weather, additional motes acting as routers mighhdécessary. These motes should

be placed on a higher ground to increase the rahgadio signal. Additional nodes
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would act as a backup network for the motes emlzkdue¢he surface of the road.

The final layout of additional nodes is a subjecturther testing.

As the security should be a major concern when gdesy an Intelligent
Transportation system, some security measures gingviprotection from threats

outlined in the Design section of this dissertasbiould be introduced.

Future work should also include further developmeihtmechanisms of detecting
pedestrians. Finding a better detecting solutiobagond the scope of this paper.
However, the use of some sort of sensors shoulhen into consideration. This
would eliminate the need of using the motes asdreaand thus make the system

more effective and universal.
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Appendices

Appendix A: Abbreviations

RSSI - Received Signal Strength Indicator

UDP - User Datagram Protocol

ITS - Intelligent Transportation System

DSRC - Dedicated Short Range Communications
PDS - Pedestrian Detection System

DSDV - Destination-Sequenced Distance-Vector raugrotocol
PDU - Protocol Data Unit

AODV - Ad Hoc On-Demand Distance Vector Routing
RREQ - Route Request

RERR - Route Error

3G - third-generation

RVC - Road to Vehicle Communication

IVC - Vehicle Communication

ISM - Industrial, Scientific, Medical

FHSS - Frequency-hopping spread spectrum

DSSS - Direct-sequence spread spectrum

GHz - gigahertz

LLC - Logical Link Control

MAC - Media Access Control

IEEE - Institute of Electrical and Electronics Emggrs
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CSMA/CA - Carrier Sense Multiple Access with Cabis Avoidance
CSMA/CD - Carrier Sense Multiple Access with Cablis Detection
Mbps - megabit per second

TTL - Time To Live

GPRS - General Packet Radio Service

UMTS - Universal Mobile Telecommunications System

GSM - Global System for Mobile Communications

kbps - kilobits per second

WIMAX - Worldwide Interoperability for Microwave Amess

WiFi - Wireless Fidelity

TDM - Time-division multiplexing

IP - Internet Protocol

VoIP - Voice over Internet Protocol

TDMA - Time Division Multiple Access

dFCD - Decentralized Floating Car Data Services

Ultra-TDD - Ultra-time-division-duplex

CDMA - Code division multiple access

GPS - Global Positioning System

A/D converter - Analogue to digital converter

UART - Universal asynchronous receiver transmitter

TCP - Transmission Control Protocol
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