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Abstract

This study investigates the use of popular politeness theories over social media forums like Stack

Exchange and Reddit. Various popular politeness theories are hypothesized and tested over social

media forums. In order to conduct the hypothesis testing, thorough investigation of various tools,

techniques, and datasets for predicting politeness scores of textual data is conducted. Along with

data pre-processing of investigated datasets, data collection over these social media forums is carried

out to collect new datasets so that we have datasets befitting our hypotheses. Investigated tools and

techniques are then used for training machine learning models and conduct politeness prediction over

our datasets. We perform rigorous hypothesis testing using F-test, T-tests and Person correlation test.

Results of this study discover very interesting insights into how politeness theories work on social media

forums. One interesting insight from this research is that comments posted by females are more polite

when compared to comments posted by males, however, comments posted by females don’t get more

polite replies when compared to replies made to comments posted by males, nevertheless, replies made

to comments posted by users of the opposite gender are more polite than replies made to comments

posted by users of the same gender.

Keywords: Politeness theory, Computational linguistics, Social Media, Machine Learning, LASSO

regression, Data Analytics
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Chapter 1

Introduction

Politeness theory has been a topic of high interest for the researchers. Most influential works in this

field are works of Brown and Levison [4], Lakkoff [16] and Culpeper[6, 7]. According to Brown and

Levinson, “politeness is defined as strategies used by speakers to bring back equilibrium during a

conversation after a face-threatening act is committed”. With the emergence of the internet, huge

datasets are now available for research. Also, because of the high availability of data, the study of

machine learning techniques has been on a rise recently. In the modern-day era, social media forums

provide a place where people can share their opinions on various topics and interact with others based

on their opinions. The advent of the internet and social media, and recent advancements in machine

learning research provide great opportunities for discourse studies.

This study tests a few hypotheses based on popular politeness theories over social media forums such

as Reddit and Stack Exchange. A thorough background investigation is conducted on past research

to get a fair idea of the already present literature and find out gaps in the research. The investigated

literature is then used to determine the relevant tools, techniques, and datasets required for hypothesis

testing. Along with data pre-processing on investigated datasets, data collection over Reddit using the

python PRAW library [3] is also performed so that our hypotheses can be tested on befitting datasets.

The CRAN politeness package [5] is then used to train a LASSO regression model over existing pre-

processed manually annotated dataset to predict politeness scores of the collected dataset. Pearson’s

r correlation test is then used to test hypotheses which try to correlate politeness scores with the

variables of social power on social media (reputation, upvotes, downvotes, and user karma). F-test and

T-test are also used to test the hypotheses which try to find a relation between politeness scores and

gender of the users on Reddit. Finally, all the results are analyzed to get interesting insights into how

politeness theory works on social media. The room for future work is also outlined.

Section 1.1 lays out the motivation to carry out this study, Section 1.2 states the research question

this study tries to answer, Section 1.3 states the research aim of this study, Section 1.5 explains the
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overall structure of the thesis.

1.1 Motivation

Brown and Levinson state in their work that, “politeness is a universal dimension of human commu-

nication” and “politeness is a universal construct” [4]. Researchers in many domains might want to

compare this universal construct (politeness) and markers related with it to other covariates of inter-

ests like social power, gender, etc. For example, researchers might want to know whether, after an

experiment, the subject is speaking more politely or not. Or some researchers might want to compare

how responses of people vary to polite and impolite language. There is also a good amount of research

going on the subject of how interventions in speech could affect politeness and whether politeness is

correlated to some other covariates which are situational or trait-level. There could also be a possibility

of generating a model based on the coalescing of these analytical approaches where language could be

produced with the desired politeness in order to influence or affect the audience’s behavior.

This study is also inspired by the work of Johnathan Culpeper [7, 6], he defined the impoliteness theory

which mirrors the politeness theory but is defined in terms of impoliteness. The strategies used by him

during his analysis of the Television (TV) Show “The Weakest Links” involves analyzing the response

of a comment to try and predict whether the initial response was impolite or not. A few hypotheses in

this work are based on the same strategy, even the data collection strategy is influenced by the same

strategy.

There has been a lot of work done for developing politeness theories [4, 16, 6, 27]. These theories are

based on various politeness and impoliteness strategies and are proven to work well in the real world.

There has also been a lot of studies analyzing the linguistic aspects of social media. However, there

has been no study which proves that these popular linguistics theories work on social media as well.

This study tries to fill this research gap.

1.2 Research Question

The research question that the research is trying to answer in this study is:

"Does politeness theories which work well in real life, work well on social media forums also?"

1.3 Research Aim

The aim of this study is to study and use tools available to measure “Politeness Score” of a text in

conjunction with politeness strategies to test whether popular politeness theories work in the social

media world or not.
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1.4 Hypotheses

Following hypothesis are tested in the study:

1. The politeness of comments on Stack Exchange is related to the reputation of the user who posts

the comment.

2. The politeness of a comment is related to the number of upvotes or downvotes it gets.

3. While interacting with similar posts on Reddit socially powerful people generally get more polite

replies to their comments when compared to replies on comments of people with less social power.

4. The politeness of a comment is based on the gender of the user posting it: in particular, females

are hypothesized to write more polite comments.

5. The politeness of a reply made to a comment is based on the gender of the person who posted

the comment: in particular, females get more polite replies to their comments.

6. Replies to comments made by users of opposite gender are more polite when compared with

replies to comments posted by users of same gender.

1.5 Thesis Overview

This section describes the structure of the thesis. Thorough literature review is conducted in Chapter

2, Chapter 4 briefly describes all the datasets used in this study, Chapter 3 gives a thorough background

of all the tools and techniques for this study, Chapter 5 describes each step taken for conducting this

research in detail, Chapter 6 states and discusses the results, Chapter 7 concludes all the work done

in this research.
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Chapter 2

Literature Review

Politeness theory and its various aspects have been focused on by many researchers in the scientific com-

munity. Popular works on politeness theories include the works of Brown and Levinson [4], Johnathan

Culpepper [7], Lakoff [16], Grice [14], and Watts [27]. These researchers developed several models and

rules for politeness based on different theories.

In their work, Brown and Levinson theorized the concept of face and based on their theories they de-

veloped a universal model of linguistic politeness. Their work was one of the first to examine speakers

from multiple languages for linguistic strategies used by them. They analyzed three languages English,

Tzeltal, and Tamil. During their experiments, they observed that while the speakers of all the three lan-

guages make some particular types of requests or when these speakers criticize their hearers, they tend

to use indirect speech or hedges more than any other form of speech. Before this research, Grice had

theorized the maxims of manners which stated that speakers tend to avoid incomprehensibility, com-

plexity, and vagueness in speech to achieve effective conversation in common social situations[14, 13].

The work of Brown and Levinson directly contradicted the maxims of Grice. Based on this contradic-

tion, Brown and Levinson theorized that the use of these form of speeches (indirect speech and hedges)

are used by speakers in order to make their speech more polite. On this notion, Brown and Levinson

defined politeness and developed their theories of face around it [4, p. 55]. While developing their theo-

ries they also made use of positive and negative politeness strategies. Positive politeness strategies are

a more direct form of expressing politeness, like using phrases like please and thanks, whereas negative

politeness strategies are a more indirect form of expressing politeness, gestures like not interrupting

someone when they are speaking. Erving Goffman developed the concept of face and facework [12],

Goffman emphasizes on the significance of face as a discursive structure which is negotiated during

the occurrence of social interaction. According to Goffman, during a conversation, face represents the

social value that can be claimed by a person in front of others[12, p. 5]. He also suggests that face is a

result of facework, which is defined as actions performed to make the face consistent[12, p. 12]. Brown
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and Levinson matured this notion of face and theorized that this notion of face is the reason behind

the politeness in any speech. Some researchers feel that the notion of face developed by Brown and

Levinson is intellectual and theoretical but not pragmatic [10], however, their work is considered to be

one of the most popular ones in this field and many researchers have developed their works by taking

these theories as a base, for example, work done in [23], tries to find relationship between politeness

and power status based on Brown and Levison’s theories. Some works also modify and alter politeness

theories proposed by Brown and Levinson so that these theories can adapt to real-life conversations

[27, 11, 18].

In 1996, Johnathan Culpeper defined impoliteness theories which kind of mirrored politeness theories

defined by Brown and Levinson [6]. These impoliteness theories are based on forms of speech such

as sarcasm and mimicry. Similar to Brown and Levinson, Culpeper also defined his theories in terms

of positive and negative impoliteness strategies. Later in another research, Culpeper analyzed some

excerpts of scripts in the Television (TV) show “The Weakest Link” based on his different impoliteness

theories like sarcasm and mimicry. He observed how these impoliteness theories are used in the TV

show to create entertainment [7]. Majority of this work analyses how the comments made by the host

are responded by the target, based on the responses and reactions of the target Culpeper analyses

whether the original comment by the host should be considered impolite or not. For example, if the

host of the TV show gets an angry response in between an interaction with the person in the crowd,

Culpeper considered it to be logical that the initial comment to which the repose was made is impolite;

similarly, if the host gets a good gesture (smiles, thank you, please, etc.) in response to his comment

then it was considered not to be impolite by Culpeper. However, there were several factors which were

not considered in the work, such as the factor that audience already has knowledge of the nature of the

show, therefore, their responses and reactions might not be natural. Also, the presence of the camera

might also influence the targets natural response. Another famous study is the work of Watts [27] who

proposed a model of politeness theories using theories of social networks and practice.

Due to the emergence of the internet and social media, a large amount of digital data is available

nowadays. This presents a lot of opportunity for research in the area of computation linguistics. Due

to the availability of a large number of text corpora, there has been a lot of work done on analyses of

language using computational approaches. Using the huge text corpora available on the internet, au-

tomation of the process of identification of politeness strategies is now possible theoretically. However,

these automated tools still lag behind when it comes to interpreting the results, and hence these tools

could right now only be used to recognize patterns in language using the large text corpora available

and interpretations of these patterns and results still have to be conducted by the researchers. An era

where machines can perform these kind of analysis is still far. According to Wiedemann, the main
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advantages of these automated tools is that with the help of the huge corpora, they can address the

problem of variability, consistency, and reliability of results of different studies. In his work, Wiede-

mann also states that as the scientific community is adopting these tools, the lines between qualitative

and quantitative research are becoming more and more blur and the research community is heading

into an era where it has researches which integrate both quantitative and qualitative aspects of research

[28, p. 21].

Work performed by Danescu-Niculescu-Mizil is one of the first attempts to identify key linguistic fea-

tures or markers for politeness[9]. Wikipedia edit requests and Stack Exchange comments and replies

were used for data collection in this study. Amazon Mechanical Turk (AMT) has been used to man-

ually annotate the data on their politeness scores. AMT provides human labor for various tasks like

annotations, it is used in the scientific community to perform tasks which are not yet automated. For

screening the annotators, a questionnaire was designed about linguistics. All annotators selected for

this study had to go first pass the questionnaire. Each worker in AMT annotates 13 requests/comments

and each request is annotated by 5 workers from ‘very impolite’ to ‘polite’. Z-score normalization was

done on each worker’s score to standardize the score, as politeness is very subjective, and it is different

for different people. Final politeness score for a request was then calculated using the average of the

5 normalized scores. Based on the annotated dataset and the politeness theories proposed by Brown

and Levinson, Danescu-Niculescu-Mizil manually designed 20 lexical and syntactical features (mark-

ers) related to politeness. Using the annotated dataset, two Support Vector Machine (SVM) models

were trained and compared based on their accuracies with reference to human accuracy in predicting

politeness levels. The first SVM model used a Bag of Words (BOW) approach based on unigrams,

the results of model state an accuracy of around 77% when trained and tested on the dataset of same

domain (model trained on Wikipedia requests and tested on Wikipedia requests) and an accuracy of

69% when cross-domain testing is performed (model trained on Wikipedia requests and tested on Stack

Exchange comments). The second model used the BOW approach based on unigrams and in addition

to that uses the 20 lexical markers designed by Danescu-Niculescu-Mizil as features, by using these

markers additional the accuracy of the model was increased to 81% when testing in the same domain

and 72% when tested in cross-domain. The second SVM classifier is stated to achieve a near-human

accuracy when tested in the same domain. The work also uses the politeness levels achieved by its

model to determine the power of the user in the communities examined.

Malika and Mohit use the work of Danescu-Niculescu-Mizil et al. as a baseline and tries to improve

the work by using Convolutional neural network (CNN) instead of SVM to increase the accuracy of

measurement of politeness [1]. Instead of manually identifying the markers for politeness the work uses

various techniques such as computer vision to perform qualitative and quantitative analysis of what is
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being learned by the CNN w.r.t. politeness strategies to generate makers related to politeness. The

generated markers and the analysis of learning of neural networks not only shows the politeness mark-

ers proposed by the work of Danescu-Niculescu-Mizil but also provides some interesting extensions to

some of the existing markers. Also, some new markers were identified by CNN. These features when

added in addition to the existing features to the SVM trained by Danescu-Niculescu-Mizil, increases

the accuracy of SVM, suggesting they have good relevance to politeness.

Blog post in [2], summarizes a feature of IBM Watson which is in Beta stage. The feature analyses

twitter conversations in customer support channels to predict tones. This work uses a methodology

very similar to what Danescu-Niculescu-Mizil used. The tool trains a machine learning model based on

a set of customer support conversations and their associated tones to predict tones for new customer

support conversations in order to improve customer satisfaction. In this work, SVM is used as the

machine learning model. The currently supported tones include frustration, sadness, satisfaction,

excitement, politeness, impoliteness and sympathy. For training the machine learning model, several

categories of features including n-gram features, lexical features from various dictionaries, punctuation,

and existence of second-person references in the tone are leveraged. The system takes in each dialogue

in a conversation as an input, based on the input a confidence score between 0 and 1 is generated

by the system for each of the above mentioned 7 tones. The system only returns tones which have a

confidence score higher than 0.5.

There has been a lot of work done on the development of politeness theories, some work has also

been done on analyzing linguistic aspects over social media but there is a huge gap when it comes to

testing these popular politeness theories over social media. This research tries to bridge this gap by

hypothesizing various popular theories about politeness and testing these hypotheses over social media

forums like Reddit, Stack Exchange and Wikipedia.
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Chapter 3

Techniques and Tools used

This chapter gives the reader a background of tools and techniques which are used for this work in

order to perform data collection, analysis, and hypothesis testing. Section 3.1 briefs reader about The

Python Reddit API Wrapper (PRAW), Section 3.2 explains The Comprehensive R Archive Network

(CRAN) politeness package, Section 3.3 explains the inner working of Least absolute shrinkage and

selection operator (LASSO) regression, Section 3.4 walks reader through how Pearson Product-Moment

Correlation Coefficient is used for calculating correlation between variables and performing hypothesis

testing, and Section 3.5 explains how t-tests are used for hypothesis testing.

3.1 PRAW: The Python Reddit API Wrapper

PRAW is an easy to use python package that provides access to Reddit’s API. All Reddit API rules

are followed by PRAW and it is easy to install PRAW using the pip tool which is a standard package

manager of python [22]. Several advantages of using PRAW include elimination of sleep calls in your

code, getting structured data, etc. PRAW only requires Reddit client details and a Reddit useragent.

The Reddit useragent follows the rules of Reddit API and PRAW handles these rules so that the

end user does not have to worry about violating these rules[3]. PRAW has extensive tutorials and

documentation, also many other researchers have been using PRAW in the scientific community for

scrapping Reddit data [21, 19].

3.2 CRAN Politeness package

R is an open-source programming language and environment which provides tools for performing sta-

tistical and graphical techniques. CRAN is a web server and file transfer protocol (FTP) network that

stores homogeneous and latest R distributions, R packages, R documents, R extensions, and R binaries.

The CRAN politeness package is a tool which is developed by combining and extending previous work
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on linguistic markers of politeness [5].

CRAN politeness package is a tool which is developed by combining and extending the available re-

search on linguistic markers related to politeness [4, 9]. It is the first and most popular package in

R to study politeness, it is also one of the first broad study of linguistic pragmatics in R. It provides

tools for visualising, quantifying and evaluating politeness between different groups of text documents.

This package is developed while keeping in mind to make it simple to recognize politeness in English

language. It compares various other aspects of English language to quantified characteristics related

to politeness in speech.

R package provides tools to extract politeness markers in English natural language. It also allows

researchers to easily visualize and quantify politeness between groups of documents. This package

combines and extends prior research on the linguistic markers of politeness.

The package provides functionality through which researchers can identify markers related to polite-

ness in natural language. It also provides a graphical interpretation of these markers so that they

can be visually compared to other covariates of interests. The package can also be used to train a

supervised machine learning (ML) model to predict and detect politeness in new text documents. The

politenessProjection function of the package gives the user functionality of developing a politeness clas-

sifier, it does that by creating a mapping between markers related to politeness in supplied text and

other measures like politeness score or politeness levels. In other words, if some labeled data (labels

of politeness over a set of text) is provided then a model can be trained using this labeled dataset to

predict politeness labels of other texts. Markers related to politeness in the supplied text are used to

train this model. The package uses 36 markers related to politeness, most of these markers are directly

borrowed from recent literature and research on computational politeness. Table 3.1 lists down the po-

liteness markers used by the package. The politenessProjection function works as a wrapper and uses

supervised ML algorithms to train models for predictions. In default mode, Least Absolute Shrinkage

and Selection Operator (LASSO) regression is used for making the predictions. Section 3.3 explains

the working of lasso regression. The package also offers functions which provide insights such as texts

which are most polite or least polite over a labeled dataset [29].
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Table 3.1: Politeness markers used by CRAN politeness package

3.3 LASSO Regression

LASSO is a regression analysis method that performs both variable selection and regularization what it

does is force the sum of the absolute value of the coefficients to be less than a fixed value which results

in certain coefficients to be set to zero effectively removing those variables from the model making the

model simpler and more interpretable the regularization parameter lambda (λ) governs the degree to

which the coefficients are penalized.

LASSO regression is a linear regression that utilizes shrinkage. In shrinkage values in the dataset

are shrunk to a point of interest like mean. As it sets the coefficient of less useful variables to zero,

therefore, it promotes simple and sparse models. Lasso regression is preferred for models with high

concentrations of multicollinearity, it also helps in automating the selection of model parts.

L1 regularization is conducted by LASSO regression. In L1 regularization a summation of the absolute

value of coefficients is used as a penalty. A simpler and sparse models is generated by doing this

School of Computer Science & Statistics Trinity College Dublin, Ireland



©Krishna Hariramani August 14, 2019 Page 20/65

because large penalties of absolute values lead to coefficients values being close to zero.

The goal of LASSO regression is to minimize Equation 3.1

n∑
i=1

(yi −
p∑
j

(xi jβ j )2 +λ
p∑

j=1
|β j | (3.1)

In Equation 3.1 n is the number of observations in data, p is the number of variables in the model,

β j is the coefficient of j’th variable of the model, yi is the the target value of i’th observation, xi j is

the value of j’th variable in the i’th observation, and λ is the tuning parameter. Equation 3.1 could

also be realized as minimizing the sum of squares with a constraint of
∑p

j |β| j ≤ s, where s is a slack

variable. Lasso solutions are quadratic programming problems and after solving these problems many

coefficients are shrunk to zero resulting in a simple and sparse model.

λ is the tuning parameter which controls the rate of shrinkage. In other works λ is a parameter which

controls the penalty to the sum of squares. With increase in value of lambda more coefficients are

shrunk to zero. λ controls the trade-off between bias and variance, if λ increases bias increase and on

the other hand if λ decreases variance increases [26].

In Figure 3.1 it can be seen that when sum of squared residuals is minimized a very low bias is obtained

but that results in high variance and generalisation over test data is not achieved, however with LASSO

regression for a little bit compromise on the bias variance is reduced significantly.

Figure 3.1: LASSO regression and sum of squares regression

3.4 Pearson Product-Moment Correlation Coefficient

Pearson Product-Moment Correlation Coefficient or Pearson’s r correlation coefficient is used for find-

ing the strength of the linear relationship between two variables. It measures the correlation between

two variables by constructing a line of good fit through data points of the variables, and then the

correlation is measured by calculating how far these data points are from this line of good fit.
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The Pearson coefficient, r, can take a value between -1 to 1. Figure 3.2 shows how to interpret the

Pearson’s r coefficient. A positive value means that the variables are positively related, a negative

value means that the variables are negatively related, while a value of 0 means the variables are not

at all related. A value near -1 suggests a strong negative correlation while a value near +1 suggests a

strong positive correlation. This means that more the magnitude of the correlation coefficient, r, the

more the two variables are related, positively or negatively. Figures 3.5, 3.3 and 3.4 shows positively

correlated data, negatively correlated data, and data which is not at all correlated respectively.

Figure 3.2: Interpretation of Pearson’s r Coefficient

Figure 3.3: Positively correlated data
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Figure 3.4: Negatively correlated data

Figure 3.5: Data with no correlation

The Pearson’s r correlation coefficient is calculated using the formula in Equation 3.2

r = N
∑N

i (ai bi )−∑N
i ai

∑N
i bi√[

N (
∑N

i a2)− (
∑N

i a)2
][

N (
∑N

i b2)− (
∑N

i bi )2
] (3.2)

In the Equation 3.2 a and b are the two variables, ai denotes the i’th observation of a, bi denotes

the i’th observation of b, N is the number of pair of observtions,
∑N

i (ai bi ) is the sum of the product

of the paired observations,
∑N

i ai is the sum of all observations in variable a,
∑N

i bi is the sum of all

observations in variable b,
∑N

i a2 denotes the squared sum of all observations in a, and
∑N

i b2 denotes

the squared sum of all observations in b [20].

Pearson’s r correlation could also be used for hypothesis testing. During hypothesis testing using

Pearson’s r correlation, null hypothesis is taken as σ = 0, where σ denotes the correlation between
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the two variables. If the null hypothesis is rejected then it can be said that the two variables are

statistically correlated, if rejection of the null hypothesis is failed then it cannot be said that the two

variables are statistically correlated. Therefore, for performing hypothesis testing the hypothesis is set

up as follows:

H0;σ= 0

Ha ;σ 6= 0

where H0 denotes the null hypothesis, Ha denotes the alternative hypothesis, and σ denotes the cor-

relation between the two variables.

After setting up our null and alternative hypothesis an alpha (α) value has sto be set, which denotes

the significance level. Significance level denotes the probability of rejecting the null hypothesis when

it is true. Usually, researchers use an α value of 0.05, other common values of α are 0.1 and 0.01. For

testing our hypothesis degrees of freedom is also needed. Degrees of freedom is nothing but the num-

ber of observations minus the number of variables, for Pearson’s correlation number of variables are 2,

therefore, degrees of freedom is n −2, where n is the number of observations in the dataset. Once the

degrees of freedom is decided upon in conjunction with an α value then a critical value can be looked

for in the r tables. Critical value is the deciding factor for our decision rule. If the correlation score,

r, is more than the critical value then the null hypothesis is rejected, H0, meaning that correlation in

the two variable is statistically significant, if the r score is less than the critical value then rejection of

the null hypothesis fails.

3.5 T-test and F-test

Purpose of this section is to explain t-tests how they work and when to use them. A t-test checks the

averages or means of two groups are reliably different. Instead of using t-tests, we may just look at

the means, looking at the means may tell us if there’s any difference at all but that doesn’t tell us if

the difference is reliable. For example, if we flip two coins 100 times and we get heads 52 times on one

coin and get heads 49 times on the other coin that does not explain that we reliably get more heads

on one coin or is one coin somehow more likely to get heads in the future. By looking at the means

we can not say if there’s a significant difference between them. This is where the difference between

descriptive and inferential statistics come into place.

A descriptive statistic only describes the sample we have it doesn’t tell us if our results are likely to

happen again in contrast. A t-test is what we call an inferential statistic, inferential statistics don’t

just describe our sample they tell us what we can expect in new samples that we don’t even have.

Inferential statistics allow us to generalize our findings to a whole population beyond the sample that
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we’re testing that can be very powerful. In our example of coin flips the numbers 52 and 49 are

different but does one coin actually is more likely to get heads or was this just chance? Would a

similar result happen again with a new sample? To answer these questions we need inferential and not

just descriptive stats. The t-test will tell us how likely this difference is to be reliable or whether it’s

just due to chance.

T-test measures the difference between the groups and compares it to the difference within the groups.

The t-value is just a ratio of the variance between groups and variance within groups. A t-value of

three into two groups are about three times as different from each other as they are within each other.

That also means that if groups have wider more scattered scores it will be harder to detect a real

difference between the groups and if they had narrow tightly clustered scores then the difference is

easier to detect[25].

Like we had a significance level, α, associated with each Pearson’s r score in Section 3.4, here also each

t value has a corresponding p-value. The p-value is the probability that the pattern produced by our

data could be produced by random data in other words it tells us whether the difference between our

groups is real or if it’s just a fluke so a p-value of 0.05 means there’s only a 5% chance we would get

these results with random data a p-value of 0.01 means there’s only a 1% chance we would get these

results with random data while point 1 means there’s a 10%.

The exact p-value associated with the t-value depends on how many people are in your sample bigger

samples make it easier to find statistically significant differences for example with two groups of five

a t-value of 2 has a p-value of 0.05 when you increase the sample size to two groups of 10 that same

t value of 2 now has a p-value of 0.03 bigger samples are helpful but the benefit diminishes as the

sample size increases. If the sample is too small, we might not have the statistical power to detect

the present differences. Similar to Pearson’s correlation in Section 3.4, the sample size of the dataset

is represented through a number called degrees of freedom. For t-tests, the degree of freedom is the

sample size minus 1.

There are three main types of t-test the independent samples, paired samples, and the one-sample test.

The most common type is the independent samples t-test, this is when you have two different groups

you want to compare. Another type of t-test is the paired-sampled t-test this is we have one group that

is measured at two different times, in a paired samples t-test each score is paired with another score

usually because the measurements come from the same subject this is different from an independent

sample t-test where scores between groups are not related. The last type of t-test is the one-sample

t-test this is when we only have one group and we want to compare it to a hypothetical value or a

known population mean. In this study, we only focus on the independent sample t-test.

The independent sample t-test is again of two types, one-tailed t-test and two-tailed t-test. Two-tailed
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t-test tests the statistical significance in both the direction, it allocates half of the decided p-value at

one end and half of the decided p-value at the other end. For a p-value of 0.05, it allocates 0.025 at one

end and 0.025 at the other end. This means that regardless of the hypothesis it checks whether the

means are significantly greater or significantly smaller from one another. The alternative hypothesis

in a two-tailed t-test is that the means are unequal. Whereas, the one sampled t-test checks statistical

significance in only one direction. It allocates all of the decided p-value at one end only. Since it checks

statistical significance in one direction, it can only check whether the means differ from one another

in one direction, i.e, it can either check that one mean is greater than other mean or it can check that

one mean is less than the other mean. The alternative hypothesis in one-tailed t-test either states that

one mean is greater than the other mean or it states that one mean is less than the other mean. In

this study, we only focus on the two-tailed t-test.

The two sampled t-test are again of two types, two-tailed t-test assuming equal variances and two-

tailed t-test assuming unequal variances. If the variances of two variables are proven to be statistically

equal then we employ t-test assuming equal variance otherwise we employ t-test assuming unequal

variances. Equation 3.3 gives the formula of t value assuming equal variance.

t = ā − b̄

s2
√

1
n1 + 1

n2

(3.3)

where, s2 =
∑n1

i=1(ai − ā)+∑n2
i=1(bi − b̄)

n1+n2−2
(3.4)

In the Equation 3.3, ā and b̄ are the means of the variables, n1 and n2 are the number of observations

under variables a and b respectively, s2 is the pooled sample variance.

Equation 3.5 gives the formula of t value assuming unequal variance.

t1 = ā − b̄√
s12

n1 + s22

n2

(3.5)

where, s12 =
∑n1

i=1(ai − ā)

n1−1
(3.6)

and, s22 =
∑n2

i=1(bi − b̄)

n2−1
(3.7)

In the Equation 3.5, ā and b̄ are the means of the variables, n1 and n2 are the number of observations

under variables a and b respectively, s12 and s22 are the sample variances of variables a and b respec-

tively. Degrees of freedom is also calculated differently in case of t-test assuming unequal variances.

Equation 3.8 gives the formula for calculating the degrees of freedom in case of t-test assuming unequal
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variances.

d f =
[ s12

n1 + s22

n2

]2

( s12

n1 )2

n1−1 + ( s22

n2 )2

n2−1

(3.8)

For checking whether the variances of the two variables are equal statistically we employ F-test. F-test

can also be one-tailed and two-tailed. For the purpose of this study, we only focus on two-tailed t-test.

The hypothesis for two-tailed F-test is given as follows-:

H0 :σ2
1 =σ2

2

Ha :σ2
1 6=σ2

2

where σ2
1 and σ2

2 are the population variances of the two variables. The test statistic for F-test is the

ratio between the sample variances of the two variables. It is defined in Equation 3.9.

F-score= v2
1

v2
2

(3.9)

In 3.9 v12 and v2
2 are the sample variances of the two variables. The probability of two variables having

unequal variances depends on the F-score, more the F-score deviates from 1 more is the probability

of the variables having unequal variance. Similar to the t-test F-test also has a p-value or significance

level associated with it. The null hypothesis that the two variances are equal is rejected if F-score of

the sample variances is greater than the F-score given the significance level and degrees of freedom.

The degrees of freedom are defined as the number of observations minus one for F-test. Equation 3.10

defines when a null hypothesis is rejected in the F-test.

F-scorev2
1 ,v2

2
>F-scorep−value,N 1−1,N 2−1 (3.10)

In Equation 3.10 v2
1 and v2

2 are sample variances for the two variables, p-value is the significance level

for the test, N 1 and N 2 are the number of observations for the two variables [24].
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Chapter 4

Dataset Description

High quality labelled data is required for performing computational studies of any facet of linguistics.

This section discusses the datasets that are used for performing the analyses in our work. The study

makes use of three datasets for testing all our hypotheses.

• Politeness annotated Wikipedia edit requests and comments on Stack Exchange. [9, 8]

• Reddit Comments, Replies and Karma dataset. [15]

• Reddit rateme subreddit Gender statistics dataset. [17]

Manually annotated data of edit requests on Wikipedia and comments on Stack Exchange are

borrowed directly from [9]. We used and manipulated this publicly available dataset for training our

politeness model. Section 4.1 explains more about this dataset and how it has been used in our analyses.

For testing the hypothesis in this work which are based on social power, data collection over a popular

web discussion forum Reddit is carried out. Section 4.2 elaborates more on the data collection strategy

and the structure of the collected data. For our hypothesis which are based on gender of a person, the

work uses the dataset available on Kaggle as Reddit provides gender for some subreddits and some

users only. The dataset on Kaggle has comments and replies on several posts on rateme subreddit

with the information on user’s gender. This dataset was modified so that it can be used to test our

hypothesis based on gender. The dataset itself and the modifications performed for using this data to

test our hypothesis are explained in Section 4.3

4.1 Politeness annotated Wikipedia edit requests and comments on Stack Ex-

change

To evaluate and uncover various politeness theories, a new dataset of request annotated for politeness

was proposed in the work of [9]. This dataset is used as a standard dataset for many other studies. The
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dataset consists of data collected from two different sources Wikipedia and Stack Exchange. Requests

plays a very important role in both of these online platforms.

Wikipedia provides user talk pages where publishers can communicate with each other to coordinate

the development and maintenance of the cooperative encyclopedia. The requests on these talk pages

are publicly available but generally these requests are targeted on the owner of the talk page. Users

on Stack Exchange often ask for additional knowledge or suggests edit on the original posts via the

medium of comments. Here also these comments are generally targeted on the owner of the post.

Both of these platforms are not only wealthy in requests engaging various users, these requests also

result into consequential discussions minimising social repartee. Amazon Mechanical Turk (AMT)

was used to annotate more than 1000 utterances of these requests, resulting in the largest dataset of

politeness annotated data. Each request is annotated by 5 AMT workers and each worker annotated

13 requests. As politeness is very subjective so it is natural that each worker has his own scale for

measuring politeness, hence, score of each AMT worker was normalised using z-score normalisation.

After normalising each worker’s score, final politeness score of each request is determined by taking

average of each worker’s score.

In this work, the comments on Stack Exchange are used to perform some initial analysis based on

the reputation, up-votes, down-votes and the assigned politeness score of each comment. There were

some manipulations to be done on the original CSV files to perform these analysis. The original Stack

Exchange data was contained into two different CSV’s. One CSV file contained information such

as reputation of the user, up-votes and down-votes for each comment, whereas, information related

to politeness score of the comments was contained in another CSV files, however a field named ’ID’

connected both of these files. In order to bring all the information in the same CSV and to perform the

required analysis a VLOOKUP querry was performed. Figures 4.1 and 4.2 show snapshots of original

CSV files containing StackExchange comments. Figure 4.3 shows a snapshot of the final CSV.

Section 5.1 describes the initial analysis done on this dataset
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Figure 4.1: Snapshot of CSV file containing Reputation, Up-votes and Down-votes of StackExchange

comments

Figure 4.2: Snapshot of CSV file containing information about annotated politeness score of StackEx-

change comments

Figure 4.3: Snapshot of the final CSV file containing all information of StackExchange comments such

as Up-votes, Down-votes, Reputation, politeness scores etc.

4.2 Reddit Comments, Replies and Karma dataset

Reddit is a collection of online discussion forums where individuals can share information (news,

content, knowledge etc.) and comment on posts from other individuals. For each user Reddit uses

Karma as a scoreboard, user karma depends on the number of up-votes or down-votes he has on his

posts and comments. Up-votes on posts or comments increase Karma, whereas, down-votes on posts

or comments decrease user Karma.
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Concept of Karma is useful for testing our hypothesis as it directly relates to the social power of a user

on Reddit. To perform our analysis and test our hypothesis we collected data from 4 different subreddit

forums (’Linguistics’, ’Python’, ’Words’, ’WorldNews’). Figure 4.4 shows how Reddit is structured.

Figure 4.4: Reddit Structure

Reddit has a number of subreddits, each subreddit is related to a topic of discussion. In our

analysis, this not only helps in limiting the point of the discussion to a particular topic but also gives

the same reference point for measuring politeness score, as posts or comments in one subreddit can be

more polite or impolite than posts or comments in another subreddit. Since the topic of discussion is

same, therefore we minimise the chance of user’s communicating on different politeness reference.

Each subreddit provides a space for users to post information related to a certain topic. Each of these

posts can receive many comments from other users who share and discuss their thoughts on the posts

via comments. Each comment can also have replies to it.

To test our hypothesis we need to collect comments, information about the user who made this comment

and replies to these comments. In his work, Culpeper analyses some excerpts of scripts in the “The

Weakest Link” based on different impoliteness theories like sarcasm and mimicry and observe how

these theories are used in the TV show to create entertainment [7]. Majority of the work analyses

how the comments made by host are responded by the target, based on these responses and reactions

author makes a judgement whether the original comment by the host should be considered impolite
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or not. Our data collection strategy was inspired by the work of Culpeper. Figure 4.5 shows the data

collection strategy.

Figure 4.5: Data Collection Strategy

We collected comments and replies on several posts in a subreddit. For each comment we collect

the relevant information of the user (karma, gender, etc.). We preformed the same data collection

strategy for 4 subreddit, this was done in order to not restricted our hypothesis to one subreddit.

Figure 4.6 shows the snapshot of data after collection. Section 5.4 explains about the analysis performed

using this Reddit data.

Figure 4.6: Snapshot of data after collection from Reddit
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4.3 Reddit rateme subreddit gender statistics dataset

For testing our hypothesis which correlates the gender of the user to the politeness of his comments

or the replies a user gets on his comments we needed the user gender information. Reddit provides

user gender information only on specific subreddits and that too only for users who want to share their

gender on these subreddit forums. So normal data scrapping techniques could not have been used to

collect the gender of a person. One strategy could have been to collect the comments of users whose

gender are known but these comments could have been posted in various subreddits and the reference

point of these comments would not have been the same. It is also not necessary that replies to these

comments have gender associated with them.

Keeping the above constraints in mind it was more logical to use an available dataset which con-

tained comments, replies to these comments and the gender of the user who made the comment or

reply. [17] is a dataset on Kaggle which contains all posts, comments, and replies to these comments

from starting date of the subreddit rateme till January 2018. The dataset is a perfect fit for our analysis

as it contained all relevant information which is needed to test our hypothesis about the majority of

the users (gender, age, etc. ) who have posted, commented or replied on this subreddit. The dataset

is huge and has many missing values, it was modified accordingly to make it suitable for our analysis.

The initial dataset has 294957 rows and 34 columns. After preprocessing the data according to the

requirements of hypothesis testing we had 9256 rows and 7 relevant columns.

The data preprocessing strategy was to use comments who have a parent comment, i.e., to collect replies

instead of comments. This was done in order to facilitate our hypothesis which are based on replies to

comments. Then only those replies were filtered which had the gender of the user who made the reply

and the gender of the user to which the reply was made to. Figure 4.7 shows the final dataset after

performing the preprocessing and the analysis. Comment_body has text of the reply, comment_id

had id of the reply, parent_comment_id has id of the comment to which the reply was made to,

comment_author_gender has gender of the user who made the reply, comment_parent_gender has

the gender of the user to which the comment was made to, column same_opp has the value ’same’ if

the gender of the user who made the reply and the gender of the user to which the comment was made

to are same, if the gender of the user who made the reply and the gender of the person to which the

reply was made to is opposite then the column has the value ’opp’. Finally, the predictions column

has the predicted politeness score of the reply.

Section 5.5 elaborates on the analyses performed on this preprocessed dataset.
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Figure 4.7: Snapshot of preprocessed rateme subreddit gender statistics dataset
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Chapter 5

Methodology

In this section we discuss the methodology adapted to perform the analyses for testing our hypotheses.

The analysis can be broken down into five different sections.

• Initial Analysis on preprocessed Wikipedia edit requests and Stack Exchange comments dataset.

• Using python PRAW package for collecting Reddit data.

• Training model for predicting politeness scores using CRAN politeness package.

• Analysis on Reddit Comments, Replies and Karma Data and their predicted politeness scores.

• Analysis on preprocessed rateme subreddit gender statistics dataset and their predicted politeness

scores.

Figure 5.1 shows the methodology of the work performed.
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Figure 5.1: Methodology

Section 5.1 elaborates on how Stack Overflow data was analysed as per our hypotheses to obtain

some interesting results. Section 5.2 expands on how PRAW was used to collect data from Reddit as

per the requirement of our hypothesis. Section 5.3 briefs readers about how CRAN politeness package

is used in this work for predicting politeness score of the replies and comments collected from Reddit.

Section 5.4 expatiates on what analyses were used to analyse the data collected from Reddit. 5.5 dwells

into analysis of rateme subreddit gender statistics dataset.

5.1 Initial Analysis on preprocessed Wikipedia edit requests and Stack Exchange

comments dataset.

In Section 4.1 preprocessing of Wikipedia edit requests and Stack Exchange comments dataset has

been explained in detail. In this section we explain how this preprocessed dataset has been analysed to

perform hypothesis testing. We tested two hypotheses using this dataset. 4.3 shows the preprocessed

dataset on which hypothesis testing is conducted. Figure 5.2 shows the histogram of politeness scores

on the comments. From Figure 5.2 we can see that the distribution of the dataset is normal, this is

because of the z-score normalization which is applied to the annotators scores as explained in Section

4.1. Also, it is very intuitive that this histogram should form a normal distribution as most of the

comments would be moderate and some very impolite and some very polite. This intuition can be
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confirmed by seeing Figure 5.2 which peaks at a politeness score of 0.

Figure 5.2: Histogram of manually annotated politeness scores of comments

Table 5.1 shows the descriptive statistics of the politeness scores.

Statistic Value

mean 0.000381493

median 0.090210881

mode -0.112877271

variance 0.50172326

standard deviation 0.708324262

Table 5.1: Descriptive statistics for politeness scores of comments

From the Table 5.1 we can see that mean, median and mode are all close to 0 which makes sense

as the histogram curve also peaks at 0. Also, variance and standard deviation values are reasonable.

These results are majorly because of the z score normalization.

Section 5.1.1 explains our analysis on the hypothesis that the politeness of a comment is related to the

reputation of the user who posted the comment. Section 5.1.2 briefs the reader about our analysis on

the hypothesis that the politeness of a comment is related to upvotes or downvotes it gets.
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5.1.1 Analysis on Hypothesis 1

The hypothesis we are trying to test here states that the politeness of a comment is related to the

reputation of the user who posted the comment. Figure 5.3 shows the hist of the reputation of users

on Stack Exchange. From Figure 5.3 we can see that most of the users have reputation scores between

1-1000.

Figure 5.3: Histogram of reputation of the users

Table 5.2 shows descriptive statistics for the reputation of users who made the comment. We can

see in Table 5.2 that mean, median and mode differ quite significantly. Also, variance and standard

deviation is quite high. This is mainly because of the data has a lot outliers. We also need to consider

that Pearson’s r correlation does not work well with data which has a lot of outliers. We need to drill

down our data in order to perform outlier removal.

Statistic Value

mean 11317.67153

median 2328.5

mode 322

variance 705502280.2

standard deviation 26561.29289

Table 5.2: Descriptive statistics for reputation of users who posted comments

If we drill down the histogram to only those users who have reputation of 1000 or less, we get the
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histogram shown in Figure 5.4. We can see from the histogram that after considering only comments

whose author has reputation of less than 1000 we get a more uniform curve, there is also a hind of

normality in the distribution.

Figure 5.4: Histogram of reputation of the users after removing outliers

Table 5.3 shows descriptive statistics of reputation of users after outlier removal. We can see from

Table 5.3 that mean, median and mode are quite close to each other and we have bought down the

variance and standard deviation significantly. This would be a good dataset for performing Pearson’s

r correlation.

Statistic Value

mean 364.4254937

median 322

mode 322

variance 72205.14891

standard deviation 268.7101578

Table 5.3: Descriptive statistics for reputation of users who posted comments after removing outliers

Figure 5.5 shows the scatter plot between politeness scores and reputation of comments (without

removing outliers), from the Figure we cannot see any apparent correlation between these two vari-

ables, even the trend line in the figure does not show any significant relationship. However, there is

a slight downward trend in both the scatter plots. This downward trend indicates a slight negative
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correlation.

Figure 5.5: Scatter plot between politeness score of the comment and reputation of the author of the

comment

We have used Pearson’s r correlation on both the datasets, before and after outlier detection.

Person’s r correlation is explained in Section 3.4. A Pearson’s r correlation was calculated between

the politeness score of the comment and the reputation of the user who has posted the comment. We

set our significance level, α, as 0.05. The results of the Pearson’s r correlation and our analysis are

explained in Section 6.1.1. We have rejected the hypothesis based on the results from our analysis.

5.1.2 Analysis on Hypothesis 2

The hypothesis we are trying to test here states that the politeness of a comment is related to the

upvotes or downvotes it gets. Figure 5.6 shows the histogram of the upvotes of comments from Stack

Exchange. From Figure 5.6 we can see that most of the comments get less than 1500 upvotes. Figure

5.7 shows the histogram of the downvotes of comments from Stack Exchange. From Figure 5.7 we can

see that most of the comments get less than 303 downvotes.
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Figure 5.6: Histogram of number of upvotes on all comments

Figure 5.7: Histogram of number of downvotes on all comments

Table 5.4 and 5.5 show the descriptive statistics for the upvotes and downvotes variables.
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Statistic Value

mean 853.3854393

median 263

mode 68

variance 2220970.532

standard deviation 1490.292096

Table 5.4: Descriptive statistics for upvotes on comments

Statistic Value

mean 108.5960882

median 15

mode 0

variance 89203.76603

standard deviation 298.6699952

Table 5.5: Descriptive statistics for downvotes on comments

Figure 5.8 shows the scatter plot between politeness score and upvotes on comments, from the

Figure we cannot see any apparent correlation between these two variables, even the trend line in the

figure does not show any significant relationship.

Figure 5.9 shows the scatter plot between politeness score and downvotes on comments, from the Fig-

ure we cannot see any apparent correlation between these two variables, even the trend line in the

figure does not show any significant relationship. However, there is a slight downward trend in both

the scatter plots. This downward trend indicates a slight negative correlation.

School of Computer Science & Statistics Trinity College Dublin, Ireland



©Krishna Hariramani August 14, 2019 Page 42/65

Figure 5.8: Scatter plot between politeness score of the comment and the upvotes it has

Figure 5.9: Scatter plot between politeness score of the comment and the downvotes it has

We have used Pearson’s r correlation on the two variables. Person’s r correlation is explained in

Section 3.4. A Pearson’s r correlation was calculated between the politeness score of the comment

and the upvotes it gets, also a Pearson’s r correlation was calculated between the politeness score of

the comment and the downvotes it gets. We set our significance level, α, as 0.05. The results of our

analysis an the Pearson’s correlation are explained in Section 6.1.2. We have rejected the hypothesis

based on the results from our analysis.
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5.2 Using python PRAW package for collecting Reddit data

In section 3.1 we have a brief background of PRAW python package. This section elaborates on how

this package was used for collecting data and what issues were encountered during data collection. Sec-

tion 3.1 briefs user of the PRAW package in python and in this section we discuss the data collection

strategy and issues encountered while collecting data.

We collected data from 4 subreddit forums (’Linguistics’, ’Python’, ’Words’, ’WorldNews’). For collect-

ing the data we had to obtain Reddit API credentials (Client ID, Client Secret, Username, Password

and User Agent) from Reddit. Our data collection strategy was designed by keeping in mind the

hypothesis we are trying to test. We collected comments which had a minimum of one reply and a

maximum of 5 replies. This was done in order to avoid comments with no replies and comments with

too many replies. There were issues with the PRAW package, if the user comment or reply had been

deleted by the user then the package would give an error and the data collection script would brake

down. This was overcome by ignoring these deleted comments and replies by using exception handling

via try and except blocks.

5.3 Training model for predicting politeness scores using CRAN politeness pack-

age

Section 3.2 briefs user abut the CRAN package in R. The politenessProjection function in the package

is used to train a LASSO regression model with Stack Exchange manually annotated comments dataset

to predict the politeness scores of Reddit comments and replies dataset. The same model is also used

to predict politeness of comments in rateme subreddit gender statistics dataset. LASSO regrresion is

explained in Section 3.3. In the work of [9], authors use a similar methodology and predicts politeness

scores of Wikipedia edit requests, they state that the model has a near human accuracy of predicting

politeness. Figure 5.10 gives a snapshot of data which is fed in the model, not all columns are shown in

the figure. In Figure 5.10 each column represents a politeness marker, each row represents a comment

and the numerical data in the snapshot show represent occurrence of each politeness marker in the

comments.
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Figure 5.10: Snapshot of data fed into the LASSO regression model

5.4 Analysis on Reddit Comments, Replies and Karma Data and their predicted

politeness scores

The main goal of data collection from Reddit was to test our hypothesis. Section 4.2 explains the data

collection strategy used to collect the data from Reddit, Figure 4.6 shows the snapshot of the dataset

we collected from Reddit. Section 5.4.1 summarises the analysis done for the hypothesis testing.

5.4.1 Analysis on Hypothesis 3

The hypothesis we are trying to test here states, while interacting with similar posts on Reddit socially

powerful people generally get more polite replies to their comments when compared to replies on

comments of people with less social power. Figure 5.11 shows the methodology used for testing our

hypothesis.
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Figure 5.11: Methodology used for testing Hypothesis 3

For each reply, we calculate its politeness score using the R package proposed in [29] and explained

in Sections 3.2 and 5.3. We average the politeness score of all replies for a comment. Finally, we use

this average politeness score of replies and user information (karma, gender etc.) to test our hypothesis.

Figure 5.12 shows the snapshot of data after collection from Reddit and predicting the politeness of

replies. Figure 5.13 shows the snapshot of the data after our analysis.

Figure 5.12: Snapshot of data after collection from Reddit and predicting the politeness score of replies
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Figure 5.13: Reddit comments, replies and karma dataset after analysis

Figure 5.14 shows the histogram of the average politeness score of all replies for each comment in 4

different subreddits (linguistics, words, python, and world news). From the histograms in Figure 5.14

we can see that distribution of all these politeness scores is normal and all of them peak at politeness

scores very near to 0. This also intuitively tells that our model is not predicting bizarre values.

Figure 5.14: Histograms of average politeness score of replies for each comment in 4 different subreddits

Figure 5.15 shows the scatter plots between average politeness scores of replies for comments and

the karma of the author of the comment to whom the replies are made to in 4 different subreddits.
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Figure 5.15: Scatter plot between of the average politeness score of replies for each comment and the

use karma of the author of the comment in 4 different subreddits

From Figure 5.15 we can see no apparent relationship between these two variables in all the sub-

reddits analysed. Trend line in the 4 plots also do not show any significant upward or downward trend.

However, there is a slight downward trend in all the 4 scatter plots.

We have used Pearson’s r correlation on the two variables. Person’s r correlation is explained in Sec-

tion 3.4. A Pearson’s r correlation was calculated between the average politeness score of replies to

comments and the user karma of users who posted the comments. We set our significance level, α, as

0.05. The results of our analysis and the Pearson’s r correlation are explained in Section 6.1.3. We

have rejected the hypothesis based on the results from our analysis.

5.5 Analysis on preprocessed rateme subreddit gender statistics dataset and their

predicted politeness scores

In Section 4.3 preprocessing of rateme subreddit gender statistics dataset has been explained in detail.

In this section we explain how this preprocessed dataset has been analysed to perform hypothesis

testing. 4.7 shows the preprocessed dataset on which hypothesis testing is conducted. We tested three
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hypotheses using this dataset. Section 5.5.1 explains our analysis on the hypothesis that the politeness

of a comment is based on the gender of the user posting it: in particular, females are hypothesized to

write more polite comments. Section 5.5.2 briefs the reader about our analysis on the hypothesis that

politeness of a reply made to a comment is based on the gender of the person who made the comment:

in particular, females get more polite replies to their comments. Section 5.5.3 walks reader through

our analysis on the hypothesis that replies to the comments of the opposite gender are more polite

when compared with replies to the comments of the same gender.

5.5.1 Analysis on Hypothesis 4

The hypothesis we are trying to test here states that the politeness of a comment is based on the

gender of the user posting it: in particular, females are hypothesized to write more polite comments.

Figure 5.16 shows the histograms of politeness scores of comments posted by males and females.

Figure 5.16: Histogram of politeness scores of comments posted by both the genders

From the histograms we can see that both the histogram peak near a value of 0, we can also see that

in both the plots we have one other peak suggesting that mostly we have two types are users in this

subreddit who are very polite and who are moderately polite. However, overall both the histograms

are approximately normal. Since, both the histograms are normally distributed we can employ t tests

for testing our hypothesis.

Figure 5.17 shows the box plot of the politeness scores of comments posted by both the genders. From

further examination we can see that both mean and median of politeness scores of comments posted

by females are higher than that of males. Table 5.6 shows the mean and median of politeness scores

of comments posted by both the genders.
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Figure 5.17: Box plots of politeness scores of comments posted by both the genders

Statistic Males Females

mean 0.304115472 0.386296813

median 0.1846 0.2156

variance 0.275197481 0.227781733

Table 5.6: Mean, median and variance for politeness scores of comments posted by both the genders

From table 5.6 we can see that mean of politeness scores of comments posted by females is higher

than that of males. To check whether this difference is statistically significant we need to employ

t-test. T-test is explained in Section 3.5. From Table 5.6 we can also see that the variances of the two

variables differ. We employ a F-test to see whether there is a statistical difference in the variances of

the two variables. F-test is also explained in Section 3.5. Our null hypothesis is that the variance of

the two variables (politeness scores of comments posted by males and politeness scores of comments

posted by females) are equal and our significance level is 0.05. After employing the F-test, We get a

p-value of 2.46X (10)−10, which is less than our significance level, therefore we reject our null hypothesis.

Keeping the result of F-test in mind we employ a two-tailed t-test assuming unequal variances with a

null hypothesis that the means of the politeness scores of comments posted by males and politeness

scores of comments posted by females are equal. Results of our analysis and the t-test are discussed in

Section 6.1.4. Based on results of the t-test we reject the null hypothesis of the t-test that the means

of the two variables are equal.
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5.5.2 Analysis on Hypothesis 5

The hypothesis we are trying to test here states that politeness of a reply made to a comment is based

on the gender of the person who posted the comment: in particular, females get more polite replies to

their comments. Figure 5.18 shows the histograms of politeness scores of replies made to comments

posted by males and females. For testing this hypothesis only comments with replies are considered.

Figure 5.18: Histograms of politeness scores of replies made to comments posted by both the genders

From the histograms we can see that both the histogram peak near a value of 0, we can also see

that, similar to our analysis in previous hypothesis, in both the plots we have one other peak suggesting

that mostly we have two types are users in this subreddit who are very polite and who are moderately

polite. However, overall both the histograms are approximately normal. Since, both the histograms

are normally distributed we can employ t tests for testing our hypothesis.

Figure 5.19 shows the box plot of the politeness scores of comments posted by both the genders. From

further examination we can see that both mean and median of politeness scores of replies made to

comments posted by females and males are almost equal. Table 5.7 shows the mean and median of

politeness scores of replies made to comments posted by both the genders.
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Figure 5.19: Box plots of politeness scores of replies made to comments posted by both the genders

Statistic Males Females

mean 0.338595566 0.332192946

median 0.199 0.199

variance 0.259769719 0.255917779

Table 5.7: Mean, median and variance for politeness scores of replies made to comments posted by

both the genders

From table 5.7 we can see that there is no significant difference between mean of politeness scores of

replies made to comments posted by females and mean of politeness scores of replies made to comments

posted by males. To check whether the difference is statistically significant or not, we need to employ

t-test. T-test is explained in Section 3.5. From Table 5.6 we can also see that the variances of the two

variables do not differ significantly. We employ a F-test to see whether there is a statistical difference

in the variances of the two variables. F-test is also explained in Section 3.5. Our null hypothesis is that

the variance of the two variables (politeness scores of replies made to comments posted by males and

politeness scores of replies made to comments posted by females) are equal and our significance level

is 0.05. After employing the F-test, We get a p-value of 0.312, which is higher than our significance

level, therefore we fail to reject our null hypothesis.

Keeping the result of F-test in mind we employ a two-tailed t-test assuming equal variances with a

null hypothesis that the means of the politeness scores of replies made to comments posted by males

and politeness scores of replies made to comments posted by females are equal. Results of our analysis
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and the t-test are discussed in Section 6.1.5. Based on results of the t-test we fail to reject the null

hypothesis of the t-test that the means of the two variables are equal.

5.5.3 Analysis on Hypothesis 6

The hypothesis we are trying to test here states that replies to comments of opposite gender are more

polite when compared with replies to comments of same gender. Figure 5.20 shows the histograms

of politeness scores of replies made to comments posted by users of same and opposite gender. For

testing this hypothesis only comments with replies are considered.

Figure 5.20: Histograms of politeness scores of replies made to comments posted by users of same and

opposite gender

From the histograms we can see that both the histogram peak near a value of 0, we can also see

that, similar to our analysis in previous hypothesis, in both the plots we have one other peak suggesting

that mostly we have two types are users in this subreddit who are very polite and who are moderately

polite. However, overall both the histograms are approximately normal. Since, both the histograms

are normally distributed we can employ t tests for testing our hypothesis.

Figure 5.21 shows the box plot of the politeness scores of comments posted by users of same and

opposite gender. From further examination we can see that both mean and median of politeness scores

of replies made to comments posted by opposite gender are higher than that of mean and median of

politeness scores of replies made to comments posted by same gender. Table 5.8 shows the mean and

median of politeness scores of replies made to comments posted by users of same and opposite genders.
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Figure 5.21: Box plots of politeness scores of replies made to comments posted by users of same and

opposite genders

Statistic same gender opposite gender

mean 0.296006682 0.359368436

median 0.174 0.211

variance 0.276162963 0.246448766

Table 5.8: Mean, median and variance for politeness scores of replies made to comments posted by

user of same gender and opposite gender

From table 5.7 we can see that there is a significant difference between mean of politeness scores

of replies made to comments posted by user of same gender and mean of politeness scores of replies

made to comments posted by user of opposite gender. To check whether the difference is statistically

significant we need to employ t-test. T-test is explained in Section 3.5. From Table 5.6 we can also see

that the variances of the two variables differ significantly. We employ a F-test to see whether there is a

statistical difference in the variances of the two variables. F-test is also explained in Section 3.5. Our

null hypothesis is that the variance of the two variables (politeness scores of replies made to comments

posted by users of same gender and politeness scores of replies made to comments posted by users

of opposite gender) are equal and our significance level is 0.05. After employing the F-test, We get

a p-value of 8.60681X (10)−05, which is lower than our significance level, therefore we reject our null

hypothesis.

Keeping the result of F-test in mind we employ a two-tailed t-test assuming unequal variances with a

null hypothesis that the means of the politeness scores of replies made to comments posted by users

of same gender and politeness scores of replies made to comments posted by users of opposite gender
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are equal. Results of our analysis and the t-test are discussed in Section 6.1.6. Based on results of the

t-test we reject the null hypothesis of the t-test that the means of the two variables are equal.
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Chapter 6

Results and Discussion

In Chapter 5 we get a lot of interesting results. This chapter we state theses results and discuss their

interpretations. Section 6.1 states these results elaborately and states based on these results whether

we have successfully proven our initial hypotheses or not. Section 6.2 discusses more on these results

and their interpretations.

6.1 Results

Results on each of our hypothesis are stated in Sections 6.1.1, 6.1.2, 6.1.3, 6.1.4, 6.1.4, 6.1.5, and 6.1.6.

6.1.1 Hypothesis 1

Our hypothesis is that the politeness of a comment is related to the reputation of the user who posted

the comment. In Section 5.1.1 we explain that we have employed Pearson’s r correlation on the two

variables of interest, manually annotated politeness score of a comment and reputation of the author

of the comment. The correlation value which we get is −0.08182, as stated in Section 5.1.1, we set

our significance level, α, as 0.05. We need to calculate the critical value for seeing if our correlation is

statistically significant or not. The concept of critical values has been explained in Section 3.4. The

critical value for our correlation test with null hypothesis that there is no correlation between the two

variables, given our significance level (0.05) and degrees of freedom (number of observations minus 2)

is 0.024. As, magnitude of the correlation between two variables (0.08) is greater than the critical value

we can reject the null hypothesis that the there is no statistical correlation between our variables.

Based on the hypothesis testing we can say that there is significant correlation between politeness score

of a comment and the reputation of the user that posts it. However, the value of correlation is not

that high that we can conclude that these two variables depend on each other entirely. There might

be other factors which impose these correlations, some of these plausible factors are discussed in the
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Section 6.2.

6.1.2 Hypothesis 2

Our hypothesis is that the politeness of a comment is related to the number of upvotes or downvotes

it gets. In Section 5.1.2 we explain that we have employed Pearson’s r correlation between manually

annotated politeness score of a comment and number of upvotes it gets and we also Pearson’s correlation

between manually annotated politeness score of a comment and number of downvotes it gets. The

correlation value between politeness scores and upvotes is −0.06763 and the correlation value between

politeness scores and downvotes is −0.07585. As stated in Section 5.1.2, we set our significance level,

α, as 0.05. We need to calculate the critical value for seeing if our correlation is statistically significant

or not. The concept of critical values has been explained in Section 3.4. The critical value for our

correlation test with null hypothesis that there is no correlation between the two variables, given our

significance level (0.05) and degrees of freedom (number of observations minus 2) is 0.024. As magnitude

of the correlation between politeness scores and upvotes (0.067) is greater than the critical value we

can reject the null hypothesis that the there is not statistical correlation between these two variables.

Also, magnitude of the correlation between politeness scores and downvotes (0.075) is greater than the

critical value we can reject the null hypothesis that the there is no statistical correlation between these

two variables.

Based on the hypothesis testing we can say that there is significant correlation between politeness score

of a comment and the number of upvotes and downvotes it gets. However, the value of correlation

is not that high that we can conclude that these two variables depend on each other entirely. There

might be other factors which impose these correlations, some of these plausible factors are discussed

in the Section 6.2.

6.1.3 Hypothesis 3

Our hypothesis is that while interacting with similar posts on Reddit socially powerful people generally

get more polite replies to their comments when compared to replies on comments of people with less

social power. In Section 5.4.1, we explain that we have employed Pearson’s r correlation between the

average politeness score of replies made to comments and the user karma of users who posted the

comments to which the replies were made to in 4 different subreddits. Table 6.1 shows the correlation

value between these two variables in the 4 different subreddits. As stated in Section 5.1.2, we set our

significance level, α, as s0.05. We need to calculate the critical value for seeing if our correlation is

statistically significant or not. The concept of critical values has been explained in Section 3.4. The

critical value for our correlation test with null hypothesis that there is no correlation between the two
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variables, given our significance level (0.05) and degrees of freedom (number of observations minus 2)

are given in Table 6.1.

Subreddit Pearson’s r correlation Critical value

Linguistics -0.0116 0.069

Python 0.004954953 0.096

Words -0.008790871 0.068

World News -0.044056238 0.107

Table 6.1: Correlation values and critical values in 4 different subreddits

As magnitude of the correlation between the average politeness score of replies made to comments

and the user karma of users who post the comments is less than the critical value in all the subreddits,

hence, we fail to reject the null hypothesis that the there is no statistical correlation between these two

variables.

Based on the hypothesis testing we can say that we fail to find any significant correlation between

the average politeness score of replies made to comments and the user karma of users who post the

comments. Section 6.2 discusses more on these results.

6.1.4 Hypothesis 4

Our hypothesis is that the politeness of a comment is based on the gender of the user posting it: in

particular, females are hypothesized to write more polite comments. In Section 5.5.1 we explain that

we have employed t-test to see whether there is a statistical difference between the mean of politeness

score of comments posted by females and mean of politeness score of comments posted by males. As

stated in Section 5.5.1, we set our significance level as a p-value of 0.05. If the p-value we get after

employing t-test is less than 0.05, then we reject the null hypothesis that the means are same, otherwise

we fail to reject the null hypothesis of equal means. Section 3.5 explains hypothesis testing using t-test.

For the t-test with the null hypothesis as, means of politeness scores of comments posted by males and

females are same, we get the p-value of 8.85956X (10)−15. As, resulting p-value (8.85956X (10)−15) is less

than our significance level( p-value of 0.05) so we can reject the null hypothesis that the the means of

both the variables are equal.

Based on the hypothesis testing we can say that mean of politeness scores of comments posted by

females is statistically different than mean of politeness scores of comments posted by males. From

Table 5.6 we can see that mean of politeness score of comments posted by females are greater than

that of males. So, we can say that females write more polite comments than males and politeness score
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of the comment is related to the gender of the person who writes that comment. Section 6.2 discussed

more about these results.

6.1.5 Hypothesis 5

Our hypothesis is that the politeness of a reply made to a comment is based on the gender of the person

who posted the comment: in particular, females get more polite replies to their comments. In Section

5.5.2 we explain that we have employed t-test to see whether there is a statistical difference between

the mean of politeness scores of replies made to comments which were posted by females and mean

of politeness scores of replies made to comments which were posted by males. As stated in Section

5.5.2, we set our significance level as a p-value of 0.05. If the p-value we get after employing t-test is

less than 0.05, then we reject the null hypothesis that the means are same, otherwise we fail to reject

the null hypothesis of equal means. Section 3.5 explains hypothesis testing using t-test. For the t-test

with the null hypothesis as, mean of politeness scores of replies made to comments which were posted

by females is equal to the mean of politeness scores of replies made to comments which were posted

by males, we get the p-value of 0.554910629. As, resulting p-value (0.554910629) is greater than our

significance level( p-value of 0.05) so we fail to reject the null hypothesis that the the means of both

the variables are equal.

Based on the hypothesis testing we fail to say that mean of politeness scores of replies made to comments

which were posted by females is statistically different than mean of politeness scores of replies made to

comments which were posted by males. Also, from Table 5.7 we can see that both the means do not

differ significantly. So, we can say that we fail to prove our initial hypothesis that the politeness of a

reply made to a comment is based on the gender of the person who posted the comment: in particular,

females get more polite replies to their comments. Section 6.2 discussed more about these results.

6.1.6 Hypothesis 6

Our hypothesis is that replies to comments of opposite gender are more polite when compared with

replies to comments of same gender. In Section 5.5.3 we explain that we have employed t-test to see

whether there is a statistical difference between the means of the politeness scores of replies made to

comments posted by users of same gender and politeness scores of replies made to comments posted by

users of opposite gender. As stated in Section 5.5.3, we set our significance level as a p-value of 0.05.

If the p-value we get after employing t-test is greater than 0.05, then we reject the null hypothesis that

the means are same, otherwise we fail to reject the null hypothesis of equal means. Section 3.5 explains

hypothesis testing using t-test. For the t-test with the null hypothesis as, mean of the politeness scores

of replies made to comments posted by users of same gender is equal to mean of the politeness scores
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of replies made to comments posted by users of opposite gender, we get the p-value of 1.21904X (10)−08.

As, resulting p-value (1.21904X (10)−08) is less than our significance level( p-value of 0.05) so we reject

the null hypothesis that the the means of both the variables are equal.

Based on the hypothesis testing we can say that mean of the politeness scores of replies made to

comments posted by users of same gender is statistically different than the mean of the politeness

scores of replies made to comments posted by users of opposite gender. Also, from Table 5.8 we can

see that the mean of the politeness scores of replies made to comments posted by users of opposite

gender is higher than the mean of the politeness scores of replies made to comments posted by users of

same gender. So, we can say that we prove our initial hypothesis that replies to comments of opposite

gender are more polite when compared with replies to comments of same gender. Section 6.2 discussed

more about these results.

6.2 Discussion

In Section 6.1 we see the results of our analyses and hypothesis testing. In this Section, we try and

interpret these results and discuss about them. In Sections 6.1.1, 6.1.2 and 6.1.3, all most all of the

correlation values are slightly negative (except for one with a correlation value of almost 0). Also, in

Figures 5.5, 5.8, 5.9 and 5.15 we can observe a slight downward trend in the trend line. The plausible

reasons behind this can be that we are examining social media forums which tend to be impolite.

This impoliteness in social media forums could be because we don’t personally know the person with

whom we are interacting, also users have very limited access to the information about the person

who they are interacting with. From Sections 6.1.1, 6.1.2, and 6.1.2 we can see that we get very

low correlation values between politeness scores and the variables of interest (Userkarma, reputaion,

upvotes and downvotes), however we hypothesised intuitively that these variables should have high

correlation values because in face to face conversations these variables do impact the politeness of a

conversation. This can be due to the fact that in face to face conversations we can get an idea about

social power of the person we are interacting with by his personality, talking style, clothing sense etc.

however, not all social media allows us to see the social power of the person we are interacting with.

Most of the times, on Social media which gives information about user’s social power through variables

likes, upvotes or user karma, it is hard to spot the variable of social power in between a interaction

or conversation. Therefore, plausible reasons behind seeing a lot of low and negative correlations in

the results of hypothesis in Sections 6.1.1, 6.1.2, and 6.1.3 could be because of impoliteness nature of

social media forums and unawareness of a user’s social power in between interactions on these forums.

Interaction plot Figure 6.1 summarise the results in Sections 6.1.4, 6.1.5, and 6.1.6. In Figure 6.1 y-axis

indicate the politeness score of a reply, x axis indicate the gender of the person who made the reply,
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and the pattern of lines indicate the gender of the person to which the reply was made to. In Figure

6.1 we can observe that when females reply to females they are less polite whereas when females reply

to males they are more polite. A similar statement could be made about males, they reply to females

more politely than males. Also, it is quite evident from the figure that overall replies written by females

are more polite than replies written from males. The plausible reason behind these results could be

that that gender of the user is visible to the other user’s in most of the social media forums. Also, if

the gender is not visible in the social forum then one could easily guess the gender of a person while

interacting by intuitively analysing differences user’s reaction to different interactions and differences

in writing styles. The main plausible reason of the results in Sections 6.1.4, 6.1.5, and 6.1.6 could be

availability and awareness of user’s gender information on these forums.

Figure 6.1: Interaction plot
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Chapter 7

Conclusion and Future work

7.1 Future Work

The research tries to answer the research question as briefly as possible but there is always a room

for further improvement and future work. Due to limited time, there were only a few hypotheses

which were tested, however, this research can easily be extended to test other hypotheses based on

the politeness theory. The hypotheses in this work only try to correlate two factors, Social power

(reputation, upvotes, downvotes on Stack Overflow and Karma points on Reddit) and gender, with

politeness theories nevertheless hypotheses based on factors like age can also be tested using the same

methodology. Only a few social media forums are used in this study to perform hypothesis testing,

it would be very interesting to see of the results of this study are true on other popular social media

websites like Facebook, Twitter, Instagram, etc. The biggest limitation of this work is that it uses only

one model for predicting politeness scores, comparison with other machine learning models could have

been done in order to measure the performance of the model. Also, currently the research is limited to

a manually annotated dataset on politeness to measure the performance of the model used, however,

this might not be the case in the future when we have sufficient data to check our model performance.

This study takes the first step in the direction of analyzing politeness theories on social media and

leaves a lot of scope for extending this work in the future.

7.2 Conclusion

In this study, various hypotheses are formulated based on politeness theory. These hypotheses are

then tested over social media to see whether they work or not. In order to perform hypothesis testing

various tools, techniques and datasets are investigated. Along with data pre-processing of investigated

datasets, data collection on a social media forum, Reddit, is also performed in order to test our

hypotheses on befitting datasets. Using the investigated tools and techniques, a LASSO regression
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model is trained over existing manually annotated datasets to predict politeness scores of the collected

dataset. Results of the study state that on Reddit, comments posted by females are more polite when

compared to comments posted by males, however, comments posted by females don’t get more polite

replies when compared to replies made to comments posted by males, nevertheless, replies made to

comments posted by users of the opposite gender are more polite than replies made to comments posted

by users of the same gender. From the results of this study, it can also be said that that there is a

statistically significant correlation between politeness of a score and the reputation of a user posting

the comment over Stack Exchange, however, the correlation score is not that high that this can be

stated with confidence. The results also say that there is a statistically significant correlation between

a comment’s politeness score and the number of upvotes and downvotes it gets on Stack Exchange but

again the correlation score is not that high that this can be said with high confidence. By analyzing

4 different subreddits the study also rejects the hypothesis that socially powerful people generally get

more polite replies to their comments when compared to replies on comments of people with less social

power. This research contributes to the existing literature on politeness theory and tries to bridge the

current gap of analyzing politeness theory on social media. The results of this study show that there is

a huge potential in carrying out research in the domain of politeness theory and its aspects over social

media. The research tries to answer the research question in detail and leaves out room for further

investigation.
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