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Abstract

Most empathetic text-based chatbots recognise emotions in conversation at the utterance
level and generate response depending on that emotion without analyzing the overall affect.
Humans sense affect of another person through the context of the conversation. Similarly,
a chatbot can analyze affect from same. However, it is very challenging to extract context
from a single utterance. Different state-of-the-art models for conversational A.I. approaches
have been proposed that extract contextual information using multiple utterances and dif-
ferent factors. The aim of this study is to understand can and with what relative perfor-
mance do state-of-the-art conversational A.I. models detect affect across more than one
utterance in contrasting conversations. The research was conducted in two parts. Experi-
ment 1 compares and evaluates the performance of Bc-LSTM, DialogueRNN and TL-ERC
in which Bc-LSTM outperforms other models. Experiment 2 evaluates which is the better
model, Bc-LSTM or Transformer with pre-trained BERT for emotion classification on Emo-
Context SemEval2019 dataset in which the new Transformer model outperforms Bc-LSTM
by a margin of 3% and a total Micro-average F1 score of 75.
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1 Introduction

" A breakthrough in computer conversation would mean that technology is
speaking our language and not the other way around." - QUARTZ

1.1 Chapter Overview

This chapter outlines the concept of an Empathetic Chatbot. It also identifies the ‘chatbot
revolution’ which transformed emotionally aware chatbots from Rule-based systems
architectures to a Data-driven architectures. Section 1.3, describes Affective computing and
emotion detection, which is the core of an empathetic chatbot. The chapter also identifies
the need for a ‘Friend-bot’ which underlies the motivation for this research. Finally, the
chapter introduces the key questions being addressed in this research.

1.2 An Empathetic ChatBot

What distinguishes us from the robots are "feelings" (O’Brien 2019). Researchers have
spent years trying to instil Artificial Intelligence to make machines appear to behave similar
to humans. However, most of the work has only attempted to make it appear like its a
human; the bot itself does not work like a human. A chatbot uses Natural Language
Processing to understand user messages and generate meaningful responses. Frequently
chatbots are used to reduce human intervention in carrying out tasks e.g. answering
customer product queries on a website, providing recommendations on tourist applications
etc. Chatbots could answer simple questions, book tickets, be a personal assistant, provide
intelligent insights on business and data or act as a counsellor or nurse in the health sector.
Chatbots are replacing humans for many tasks; however, when it comes to "emotion",
chatbots are still not well advanced.

As of 2020, it is still a milestone for humans to say "Hey meet Ali; she is my best friend
bot!" which means that it is still rare to find humans that consider an A.I. chatbot as a real
friend. But why so ? Currently there are significant improvements required to have a
‘chabot as a friend for a human’. The key element needed for a chatbot to provide
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human-like friendship is empathy. Empathy, by definition, is the ability to understand and
share the feelings of others. For us, our friends and family are the most empathetic as they
"know us", they "understand us". Current empathetic chatbots have limited Emotional
Intelligence, and there’s much more research needed to build something that could
ultimately replace a human friend (O’Malley 2018). An empathetic chatbot must be able to
analyse the Cognitive empathy, Emotional empathy and Affective empathy of the user.
Even in textual conversations, our friends could apprehend from our texting style, or reply
delays, or from the look of conversation that we are feeling low or we are excited. For a bot
to be able to understand a human, it has to do more than just detect emotions from single
utterance1 and generate a response. It needs to understand the Affect of the User.

1.3 The Need for an Empathetic Chatbot

Before starting to study about Empathetic chatbot, it is important to understand, why
would one needs an Empathetic Chatbot. With an estimate of 3.6 billion people using
social media in 2020 (Clement, J. 2020), people are found to spend about 3 hours of their
day on the media, leaving them no time to socialise in person (Clement, J. 2019). An
excessive Internet presence and an overwhelming amount of competition on the platform
can lead to Social Anxiety Disorders that can disrupt sleep, health, and hamper both
personal and professional life. 1 out of 8 people suffers from Social Anxiety
Disorder(S.A.D.) at a point in their life (Thompson et al. 2019), leaving them feeling
isolated, excluded or despised. Baumeister and Leary (1995) states that people suffering
from S.A.D. find building even primary human relationships quite daunting. According to
e Gennaro et al. (2020), the feeling of loneliness can eventually lead a person into having
depression, developing inferiority complexing and stress anxiety. An isolated person declines
any external help or attention due to the fear of judgement and low self-esteem. People
avoiding social interactions look for other spaces to confide, and this is where the idea of an
Empathetic Friend-bot shines. Imagine having a Friend-bot that learns from user
conversations understands user personality, user moods, could talk 24 x 7 and is eventually
able to realise that maybe "I am fine" is a lie. A program capable of doing so sounds far
too ambitious. Still, before understanding the probability of having a bot capable of
performing all the tasks as mentioned earlier, we need to comprehend if people would even
want to use Chatbots. (Vaidyam et al. 2019) praises Empathetic chatbot for its ability to
mitigate the negative impacts of exclusion as well as provide other features like
understanding "emergencies", be highly available and provide both textual and voice-based
communications (Ly et al. 2017). In 2019 State of Conversational Marketing Report [10], it
was stated that around 64% of Internet users find the 24-hour service the best feature of a

1Utterance in a conversation is a message spoken or texted by a user
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chatbot and the Opus Report says that about $4.5 billion will be invested in chatbots (Drift
and SurveyMonkey 2019).

1.4 Affect Analysis and Emotion Detection

The one buzz word amongst all empathetic chatbots is "Emotion". Empathetic chatbots
tries to be as emotionally aware as it can be. Several papers use terms emotion and affect
interchangeably (Asghar et al. 2018; Colombo et al. 2019) but are they the same?. As per
Vand (2019), an Affect “is a term that encompasses a broad range of feelings that people
experience. It embodies both emotions and moods” . An Emotion “is an intense feeling
that is short-term and is typically directed at a source. Emotions can often have indicative
facial expressions and body language.” . A person could feel the emotion "excited" because
he/she won something, the affect here is happy. Here excited is directed at the source
winning something. A drip stream by Tom Lee (P. V. Lee T. H. 2020) states that Emotion
is a label given to a broader feeling called ’Affect’ one is experiencing. Affect, on the other
hand, is what drives the resulting emotion. Affect is the natural sub-conscious state of
feeling. In a conversation, we see chatbot appearing to understand emotion; however,
chatbots should be adaptive to understand a person’s affect. Affective computing is widely
recognised and established as of today (Colombo et al. 2019). In the past few years
different researchers have successfully been able to classify discrete emotions from verbal
and non-verbal behaviour or estimate a value of a component of affective state like valence
or intensity. Sensing emotions and affect in the text is fundamental for generating
empathetic conversations, opinion mining, as well as to detect personality traits. In normal
conversations in everyday life, a user may experience one of the six emotions described in
Ekman Model (happy, sad, angry, fearful, disgusted and surprised ) (Ekman 1992) and an
Affective chatbot can detect these. Linguistic clues in text provide significant insight on
emotion, for example, "I had a good day!", the word good leaves an impression that the
user is happy. Tallec et al. (2011). discusses how linguistics of an utterance could be used
to detect emotion in a Companion Robot. However in textual conversations, just
considering one utterance could detect the emotion of that message but would fail to
analyze overall affect of the person. In a voice-based system, when a user says "I am fine",
the tone and different analogous signals could help understand the emotion however a text
message doesn’t have any such features which makes it difficult to detect the "real"
emotion. Humans figure out the emotions of other people in textual conversations by
noticing changes in behaviour, reply delays, use of emojis, length of sentences, state of
preceding utterances, reaction to turns. Human sense the mood from "the conversation"
and can debate, "you say you are fine, but you don’t seem fine"; a chatbot that only acts
as an answering machine, cannot make such debates. A chatbot needs to take into account
more than just a single utterance. To build an empathetic-friend chatbot, the history of
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utterances and emotion associated with preceding utterances needs to be considered
WHICH can give more context for better emotion recognition in the conversation.

1.5 Research Objectives and overview

A typical chatbot reads an utterance and replies to it. Currently, emotionally aware chatbot
understand the emotion of the utterance and responds based on the emotion of that
utterance. An empathetic Friend bot will understand the "Affect" from the conversation
and try to engage user in a more perceptive way, i.e., respond based on the emotion of the
user. In order to analyse affect or detect the emotion in the conversation there is a need to
consider a greater number of utterances and the emotion associated with the preceding
utterances.

Our Research Question: Can and with what relative performance do state of the art
emotion detection chatbots detect affect across more than one utterance in contrasting
conversations?

This thesis performs an extensive research on Affective Computing and Emotion Detection,
as discussed in Chapter 2. A strong study of Emotion Recognition in conversation unveiled
three state-of-the-art conversational A.I. models that has so far worked best in
understanding the emotion in conversation. These three models considers different features
like surrounding context from utterances, history of utterances, the context associated with
utterance and the emotion associated with previous utterance. Every approach proposes
different modelling technique and promises to work the best. This thesis will compare all
the three model to find the best model for Emotion Recognition in Conversation. The best
model will then be used to "Predict" emotions for EmoContext Dataset. EmoContext is the
third task by SemEval2019, that raises the same question as this thesis, can emotion
classification be performed using multiple utterances ? The main aim of this research is to
understand if the hypothesis that multiple utterances gives more context for emotion
modelling, is true or not. If it is true, can emotions be recognised using multiple utterances,
if yes, then how ? To understand this, two experiments are performed :

Task - 1: Evaluating 3 State-of-the-art conversational models with 2 different
conversational datasets and compare the results to understand the best model

Task - 2: Use the best found model to predict emotions for SemEval2019 EmoContext
dataset using more number of utterances in a conversation

These experiments expects to answer the followings questions :

1. What is the best approach for building an emotion recognition model for an empathetic
chatbot that considers multiple utterances from a conversation ?
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2. Are there any other features that would help predict emotions better ?

3. A.I. based models require dataset to train upon, what dataset would work best ?

4. If "perfect" dataset is not found, Can an emotion prediction model be built using
Semi-supervised learning ?

5. Which model worked best for emotion prediction on EmoContext dataset?

Further in this research, we will discuss an extensive literature review on Affect Analysis and
Emotion Detection and find the state-of-the-art modelling approaches in chapter 2. We will
understand the critical concepts of Natural Language Processing and dive deeper into A.I.
to understand R.N.N., L.S.T.M. and Transfer Learning. Chapter 4 discusses the
methodology for experiment, where it describes the datasets used and the design
architectures of Bc-LSTM, DialogueRNN and TL-ERC. Chapter 5 discloses the result of
experiment 1 and the best performing model is chosen to perform in experiment 2. Chapter
6 discusses the methodology used for experiment 2,i.e, for emotion prediction on
EmoContext dataset. Chapter 7 unveils the final outcome of the research. Chapter 8
discusses in detail all the findings observed and noted throughout the research. Finally, the
thesis is concluded in Chapter 9 .
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2 Literature Review

2.1 Chapter Overview

Chapter 2 presents the findings from the literature review designed to understand the best
approaches for emotion recognition in textual conversation. The chapter first introduces the
reader to the evolution of emotionally aware chatbots from rule-based to data-driven in
section 2.2. The chapter then describes emotional intelligence in open domain systems in
section 2.3, outlines different affective chatbots and approaches for building an affective
conversational system in section 2.4. Finally, the chapter presents state-of-the-art models
that detect emotions using utterance history

2.2 The Evolution of an Emotionally-Aware chatbot

In his seminal article called ‘Computing Machinery and Intelligence’ Alan Turing raised the
question "Can a machine think ?" (Turing 1950); this question inspired many to develop
intelligent systems, and it’s still on-going research. However, with the technology in those
days, he found it very difficult to answer. He replaced the question with a more pragmatic
one, "Can a computer communicate in a way indistinguishable from a human ?" (Warwick
and Shah 2016) . He pioneered the chatbot by proposing the Turing test, historically known
as the Imitation-Game (Turing 1950) to understand how well a machine to imitate a
human. A human judge of either gender was chosen to judge "Textual" conversations
between a human participant and a computer that was designed to generate human-like
responses. If the judge failed to recognise whether the response is by a human or the
computer, then the computer passes the test. A "Chatter-Bot" (now chatbot) Coined by
Maudlin in 1990, is computer software that performs human-like interactions by mimicking
human behaviour. A chatbot could be either rule-based or data-driven or both. A
rule-based chatbot relies on symbolic knowledge; it uses pattern matching technique to
associate keywords with different responses, whereas a data-driven chatbot A chatbot that
was once only Rule-based can now either be Rule-based or Data-driven or both. A
rule-based chatbot uses a dictionary that has keywords mapped with different responses
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wheres a Data-driven uses machine learning techniques to provide more human-like
interactions

2.2.1 Rule-Based Chatbots

In 1964-6, Joseph Weizenbaum developed E.L.I.Z.A. (Weizenbaum 1966) in M.I.T. labs,
which is considered the first-ever chatbot. The overall working of E.L.I.Z.A. is quite simple;
it reads the input and looks for a "keyword". On keyword detection, the program
transforms the sentence based on the rules mapped with the keyword using the SCRIPT 1.
Then the computed text is printed out. However, if dived deeper into the details, a task
that looks manageable is found to have many complexities, one of which is discovering
multiple keywords in a sentence. In this program, the keywords are prioritised, so when the
program scans the sentence; it chooses the keyword with the highest precedence.
Weizenbaum also deals with the issue when no keyword is found, by allowing E.L.I.Z.A. to
be "intelligent" enough to generate a response on its own. However, this model doesn’t
take into consideration emotion as a factor when generating responses. E.L.I.Z.A is only
programmed to ask open-ended questions based on a keyword found in the source utterance
to leave an impression that it is empathetic. For example, if a user enters, "I hate my
family", E.L.I.Z.A responds, "tell me more about your family" Below is an actual
conversation with E.L.I.Z.A. taken from (ibid.) .

In 1972, a chatterbot was written by Psychiatrist Kenneth Colby at Stanford University,
which simulates people with Paranoid Schizophrenia. This program tries to implement a
model with a specific personality that mimics a person who has Paranoid Schizophrenia
using a more scientific and cognitive approach. The bot consistently misinterpreted what
people said, assumed they had nefarious motives and were always lying and wouldn’t allow
anyone to know anything about "PARRY" ’s life. PARRY was an exciting program as it was
the first-ever model that adapts a human personality (Zemčík 2019). Parry was also
infamous for being known as ’E.L.I.Z.A. with attitude’ (Phrasee 2016). And then in the
same year, E.L.I.Z.A. met PARRY. At a computer conference in 1972, a conversation
between the patient and the doctor was presented opening more doors to advancements.

Throughout the years, different chatbots were developed using Heuristic Approach and
performed pattern matching to simulate human-like conversations. As stated in Shum et al.
(2018) and Zemčík (2019), many Rule-Based have been proposed like Jabberwacky (1988),
that learned everything that user said and performed contextual pattern matching technique
on it, Dr Sbaito (1991), a verbal chatbot that used speech synthesis, A.L.I.C.E. (1995) , a
program made using Artificial Intelligence Markup Language(A.I.M.L.). A.I.M.L. has tags
that allow simplification of pattern matching. It won the Loebner prize in 2000,2001 and

1The SCRIPT in this chatbot is like a dictionary constituting of keywords and their mapping with trans-
formation rules
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Figure 2.1: Conversation with ELIZA

Figure 2.2: When ELIZA met PARRY

2004. However, A.L.I.C.E. failed the ultimate Turing Test due to the limited capacity of
A.I.M.L. that fails to hold the dialogue for an extended period
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Even though Rule-based chatbots are winning hearts and impressing people as an
empathetic chatbot and passing the Turing test, it is highly limited to what it can do.
Rule-based chatbots are built upon symbolic knowledge that makes it brittle. They are very
vulnerable and could break if fed data outside domain knowledge; however, it is highly used
in services like answering customer queries or booking flights.

2.2.2 Data Driven Chatbots

As per Guzman (2017), the first-ever sophisticated Data-driven bot was launched in 2011
by Apple called Siri as a feature in its iPhone 4s version. Siri is a voice-based personal
assistant chatbot known for its sassy replies, the capability of making interactions,
answering questions and performing tasks. When S.I.R.I. catches a message, it considers it
as Intent and looks for triggers within the Intent like "Set alarm" or "play music", however,
this may raise a question, where is Artificial Intelligence used in this system? Behind the
scenes, Siri regularly performs machine learning and improves itself by collecting offline data
from the device without violating privacy. Siri did most of the groundwork for all other bots
and personal assistant that came later.

In May 2014, Microsoft introduced Xiaolce (L. Zhou et al. 2018); the first A.I. based
empathetic social chatbot capable of understanding emotions. As per L. Zhou et al. (ibid.)
within the initial 72 hours of its launch, Xiaolce was looped into 1.5 million chat groups and
became a cross-platform social chatbot in 2 months. Xiaolce uses Artificial Intelligence to
understand human emotional needs and become a human companion. The bot is judged
using C.P.S. metric, that stands for Conversation-turns Per Session that measures its
effectiveness. The measure is to judge how long users could engage in a conversation with
Xiaolace. Xiaolace maintained a high C.P.S. as its capable of responding as well as
initiating a conversation, engaging the users more into the conversation (ibid.)

Four years later, in 2018, H. Zhou et al. (2017) proposed Emotion Chatting Machine that
considers emotion of a response when generating a sentence. An artificially Intelligent bot is
capable of learning from user data; this could mean, it would end up learning everything
that is fed; even the harmful data. In 2016 as mentioned in Wolf et al. (2017), Tay, an A.I.
chatbot launched by Microsoft had to be taken off just after 24 hours of launch as it
started generating inappropriate, racist and sexist tweets. A chatbot should have a filter
when generating responses. H. Zhou et al. (2017) uses "emotion" as a filter for generating
empathetic and appropriate responses.

The research of rule-based and data-driven chatbots underlines the usability of both the
approach in emotionally aware chatbots. Data-driven chatbot seems more promising and
efficient as it can be scaled to incorporate different features using machine learning and
natural language processing surrounding the utterances when detecting emotions.
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Figure 2.3: Response generated based on different emotions

2.3 Emotion Intelligence in open domain systems

Out of all the discussed chatbots possessing the Emotion Quotient (E.Q.), not a single
chatbot understands human emotion. It simply performs what it is supposed to when
detected a feeling. Going back to the argument first initiated by Alan Turing, “Can
machines think ?”. We still don’t have an answer to it. Even though E.L.I.Z.A was one
highly appreciated Emotionally-Aware Chatbot for being capable of creating a remarkable
illusion of having empathy; it had failed the Turing Test (Becker-Asano et al. 2007). An
empathetic chatbot is more than just detecting emotion from an utterance and responding.
A few years ago, Becker-Asano et al. (ibid.) raised a question, “Should we integrate
emotions into conversational agents?”. He researched and found that by adding primary and
secondary emotion quotient into a chatbot, people are more likely to believe in it, see it
human-like or can perceive the chatbot with personality. This theory is also supported by S.
and Pu (2020). Becker-Asano et al. (2007) has added two layers within the emotion engine
of the chatbot called Reasoning Layer, and other is called Reactive Layer. The Reasoning
layer is where the chatbot’s conscious lies; It allows the chatbot to explain why it feels what
it feels. The Reactive Layer is the non-conscious/automatic state where the chatbot is
aware of the emotion and responds to it accordingly. The Reasoning Layer in the emotion
engine is unique and intriguing as it enables the chatbot to think and justify the feeling it
has, making it more human-like.

In 2017, Portela and Granell-Canut (2017) tries to find if there is an emotional engagement
between users and empathetic chatbots in smartphones. The reason for this research was
inspired by Rosalind Picard, M.I.T. researcher’s belief that a machine could effectively assist
people if they recognise emotions. Picard had started the field "Affective Computing" when
she published a book by its name that states " Computers that will interact naturally and
intelligently with humans need the ability to at least recognise and express affect" (Picard
1997). In Portela and Granell-Canut (2017), several participants were invited to involve in
long conversations with the chatbot and asked for feedback. Most participants believed that
bots would usually repeat what they already know, albeit this helped some by making them
more aware of their emotional state. However, the lack of external knowledge made it
difficult to not see it as a human.
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In a recent paper by M. Huang et al. (2020), it is claimed that the goal of an open-domain
system2 should be long-term user engagement. An open-domain system is often challenging
to build as it is required to give recommendations, pitch in exciting topics, provide affective
responses, comforting and understand user’s emotional needs to generate interpersonal
conversations with a consistent personality. M. Huang et al. (ibid.) provides four critical
factors for building an empathetic chatbot, context, personality, emotion and behaviour as
seen in the diagram below(Figure is taken from (ibid.)).

Figure 2.4: Key Factors, Key Issues and Key Technologies(Top to bottom) for building an
empathetic chatbot

We understand for a bot to be empathetic, it needs to be Affective. But from a human
perspective, for a bot to be more friend like, it should have a personality. Trust is a big
contributing factor for a human when engaging in emotional conversations. A bot who likes
blue on one day and red on other fails to build any specific personality making it difficult to
form a bond. Hence a bot should have a consistent personality. The script of Huggingface 3

was tested to understand how the persona of chatbot affects conversations. Huggingface
ranked first in Conversational A.I. competition by NIPS2018; it uses random pre-defined
personality for interaction. It was found that it’s inconsistency(See image below)
demotivated user engagement from any further interactions; however, this model was only
created for the purpose of the competition and could do better.

Another factor to note is that the conversation with a stranger and the conversation with a
friend is different. For an open domain system to be a friend, it needs knowledge grounding

2An open domain system is one that can answer any question and isn’t restricted to pre-defined topics.
3https://github.com/huggingface/transfer-learning-conv-ai
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Figure 2.5: A conversation with state-of-the-art conversation A.I.

to provide interpersonal response (M. Huang et al. 2020)). There needs to be a way for the
bot to learn user characteristics and use that when generating responses. This research
highlighted the existence and possibility of emotional intelligence in open domain systems,
the significance of emotional intelligence in an empathetic chatbot and different
characteristics that could help analyse the emotional state of a user.

2.4 Affect Analysis and Emotion Detection in Conver-

sational Agents

In 1990, Dr Cynthia Breazeal developed Kismet, a robot capable of recognising and
simulating emotions at M.I.T. as an experiment for Affective Computing 4. Dr Cynthia
creates a mother-infant like an environment where the bot is an infant, and she is the
care-taker. The bot gives different expression(like sad, happy, angry, disgusted) on different
actions. This helps the care-taker understand how the bot wants to be treated and what
way will it be able to learn and optimise itself better 5 This bot observes facial cues, the
eyes, face, neck of the user to understand the affect.

In 2016, Supergirl Zara was proposed (Fung et al. 2016), an interactive virtual robot hosted
on the server, that has a cartoon-like appearance and uses Machine Learning algorithms to
learn and have empathy. Zara identifies linguistic cues from six different domains to classify
the user into an introvert and extrovert (as shown in an image taken from (ibid.)), it also
scans the face when the user starts the first session to learn the gender and ethnicity. This
is the only paper from the research conducted so far that takes into consideration several
external features apart from the utterances like speech rate, long response latency, accent,
low voice quality for Affective Analysis. However, it isn’t easy to find such external factors
in textual conversations when building an affective empathetic system. Further research is

4https://en.wikipedia.org/wiki/Kismet(robot)
5https://www.youtube.com/watch?v=Kw-gOmJwzuc
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conducted to understand emotion detection in textual conversation.

Figure 2.6: Summary of all the features identified by Zara, the virtual robot

2.4.1 Affective Text-Based Conversational Agents

Xiaolace, a state-of-the-art affective chatbot by Microsoft, was launched in 2014 that was
built with an intricate architecture comprising of different layers, one of which is called
Conversation Engine Layer that deals Affect Analysis. This layer constitutes a dialogue
manager, an empathy module, Core Chat and dialogue skills. The empathy module helps
understand the context and the empathetic aspects of the conversation. Even though
Xiaolce’s has given a remarkable performance, Zhaojiang et al. (2019) criticises it in its
paper, stating that Xiolace’s architecture involves hundreds of components making it
complicated and it requires an enormous amount of data to be labelled before training.
CAiRE (ibid.) provides an alternate end-to-end system that uses the concept of Transfer
Learning, a semi-supervised learning technique, to learn all components as a single model in
an entirely data-driven manner mitigating the need for sharing labelled data across shared
modules. CAiRE Fine-tunes Generative Pre-Trained Transformer (G.P.T.), a large-scale
pre-trained language model with dialogue emotion classification.

Recently proposed HappyBot, (Shin et al. 2019) adds a look-ahead feature into the existing
systems for more efficiency. The look-ahead module tries to predict what a human might
feel about the response. This feature helps generate responses in a more empathetic and
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affective manner. The model is built using Reinforcement Learning, and it predicts the
sentiment of the next user utterance using a fine-tuned pre-trained B.E.R.T. model to
predict the sentiment of the next user utterance.

From both these breakthroughs, we understand that fine-tuning pre-trained models like
G.P.T. and B.E.R.T. and incorporating it in our emotion engine helps get better results.
G.P.T. and B.E.R.T. are discussed briefly in chapter 3. Both the proposed model uses
previous utterances or next utterance to attain more context to analyse the Affect. The
review so far has confirmed the theory that using the history of utterances increases
efficiency in an empathetic chatbot and proffered Transfer Learning as a choice of
technique. However, this research digs further deep into different affective approaches to
find other alternatives and/or best models for emotion recognition.

2.4.2 Affect-Driven Text-Based system’s approaches

Asghar et al. (2018) incorporates Affect Analysis into L.S.T.M. encoder-decoder model in
three steps; 1) using word embeddings6, 2)using affect-based objective functions to improve
cross-entropy loss7 and 3) use affective beam search for decoding8. This model uses
linguistic cues to understand affect in a conversation. This research found that the model
performs significantly better in emotion detection using an affective word embedding in
seq2seq encoder-decoder model rather than a traditional embedding. Different benchmark
Word Embeddings like Word2Vec and GloVe are discussed in brief in chapter 3.

(Colombo et al. 2019) proposed EMOTICONS, (Emoti)onal (Con)versation (S)ystem for
affect analysis in textual conversation that generates responses using a continuous
representation of emotions. This model recognises emotions at a word and sequence level
using vector representation, affect regulariser, and an affect sampling method.

Both the approaches use neural networks to recognise emotion from a single text, however,
to make a system more affective, it should take into consideration the context of the
conversation that influences an emotion to better explain the underlying affect. Context is
necessary for a chatbot to enable it to understand that even though the user says "I am
fine", maybe the user isn’t really fine.

6Word Embedding helps capture the context of a word in a document, semantic and syntactic simi-
larity, relation with other words - https://towardsdatascience.com/introduction-to-word-embedding-and-
word2vec-652d0c2060fa

7Cross-entropy can be used as a loss function when optimising classification models like logistic re-
gression and artificial neural networks - https://machinelearningmastery.com/cross-entropy-for-machine-
learning/

8Beam Search Decoding algorithm for decoding on text generation
https://machinelearningmastery.com/beam-search-decoder-natural-language-processing/
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2.5 State-of-the-art Models for Emotion Detection in

Conversation Using Multiple Utterances

This section of the review discusses context can be retrieved by interconnecting utterances
and compares different state-of-the-art models used for emotion recognition using utterance
history.

2.5.1 Bidirectional Long Short Term Memory (bc-LSTM)

In 2017, Poria, Cambria, et al. (2017) proposed Bidirectional L.S.T.M. network model that
takes a sequence of utterances in a video as it’s input and extracts contextual features by
associating the dependencies among the input utterances. A Short-Term Long
Memory(L.S.T.M.) is a kind of Recurrent Neural Network(R.N.N.) capable of long-range
modelling dependencies, hence allowing the network to be able to consider the context from
distant utterances for emotion detection. A Bidirectional - L.S.T.M. considers both
utterances occurring before and after the utterance in the video, which enables the model
to understand the surrounding context. Poria, Cambria, et al. (ibid.) also proposes a variant
of the model called, Bidirectional-LSTM + Attention, where the attention is applied to lstm
at each timestamp providing a better context for final utterance. Bc-LSTM was also the
most common choice for neural architecture for EmoContext (semevaltask3).
EmoContext was a task published by H.A.I. in 2019 9 for detecting emotion in a
conversation using the context of two turns of utterances.

2.5.2 Conversational Network Memory (CMN)

So far, bc-LSTM only considers surrounding utterances for context. cmn proposed
Conversational Memory Network(C.M.N.) in 2018, that takes into account inter-speaker
dependency relation for emotion classification. This is built upon deep neural framework to
retrieve contextual information from conversation history. This network uses Gated
Recurrent Units (G.R.U.s) to model previous utterances of the individual speaker into
memories. These memories connected using attention-based hops to capture inter-speaker
dependencies. This approach brings an interesting turn to the research of affect analysis by
using speaker-specific context as well as inter-speaker dependencies that highly influence the
affect. CMN performs better than Bc-LSTM for same dataset (cmn)

9https://www.humanizing-ai.com/emocontext.html

15



2.5.3 Interactive Conversational Memory Network (ICON)

Later the same year, D. Hazarika et al. (2018) proposed Interactive Conversational Memory
Network(ICON) as an extension to C.M.N. with improved architecture. ICON uses an
interactive scheme to model inter-speaker emotional dynamics with less training parameters.
ICON outperformed many state-of-the-art models on multiple datasets. The model’s ability
to visualise attention also proves that utterances in conversational history provide essential
emotional cues. However, both ICON and C.M.N. aren’t scalable to multi-party
conversations meaning when speakers in test data are more than speakers in training data
set (Poria, Majumderd, et al. 2019)

2.5.4 DialogueRNN : Attentive Recurrent Neural Network

At the beginning of 2019,Majumder et al. (2019) proposed DialogueRNN, an attentive
recurrent neural network with three G.R.U.s, where two of the G.R.U. are called global
G.R.U. that receives the utterances, and the third G.R.U. is called party G.R.U. that
updates context and party. Even though both, C.M.N. and ICON performed speaker-specific
context, these models do not consider individual speaker information for emotion detection
of final utterance. DialogueRNN considers three main features, speaker, the context of
preceding utterance and emotion of preceding utterance. DialogueRNN maintains an
individual speaker state for every speaker in a conversation. The speaker state depends
solely on the context through attention and previous speaker state to ensure that at time t,
a speaker state only receives information from the last state. This speaker state is fed to
the emotion G.R.U. Cell which is used for emotion classification. DialogueRNN outperforms
all the state-of-the models with a significant margin. Even though DialogueRNN considers
emotion of preceding utterance, it performs poorly when there’s an emotion-shift from the
previous utterance.

2.5.5 Knowledge Enriched Transformer (KET)

Zhong et al. (2019) states that for emotion detection humans often rely on context as well
as commonsense knowledge. Neither of the proposed models took into consideration
commonsense knowledge. KET uses a Context-aware Attention mechanism and external
commonsense knowledge to detect emotion in complex utterances. KET uses ConceptNet
and NRC_VAD as knowledge bases in the model. ConceptNet is a multi-lingual semantic
graph that describes human knowledge in natural language, and NRC_VAD is a list of
English words with its V.A.D. scores that is valence, arousal and dominance. However, KET
couldn’t perform better than the state-of-the-art model DialogRNN for emotion detection in
textual conversations.
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2.5.6 Transfer Learning-Emotion Recognition Framework

Machine Learning methods work well when training and test datasets are from the same
feature space and distribution; however, when the distribution changes, the statistical
models needs to be trained from scratch. To reduce the efforts of re-training the model and
using the knowledge retrieved from the previous training, Transfer Learning can be used
(Pan and Yang 2010). Transfer Learning is a semi-supervised learning approach that stores
and transfers knowledge collected from the training process. All the methods are seen so far
dealt with retrieving context of conversation from utterance history, speaker-specific
context, inter-speaker dependency, inter-personal influences, party-specific information.
However, all these models were trained using manually annotated data. The emotion
interpretation may differ from person to person. Devamanyu Hazarika et al. (2020) recently
proposed emotion recognition in a conversation framework that uses Transfer Learning that
reduces the dependency on a dataset for training the classifier model. This approach
pre-trains a hierarchical dialogue model and encodes sentences using B.E.R.T. 10 and then
transfers its parameters to emotion classifier. This model is expected to perform better in
case of emotion shift.

Figure 2.7: Summary Table of all the state-of-the-art models for Emotion Recognition in
Conversation.

10BERT : Bidirectional Encoder Representations from Transformers, is a neural network-based technique
for natural language processing pre-training to give a better context of the sentence
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2.6 EmoContext SemEval2019-Task3

SemEval2019 Task 3 called EmoContext (Chatterjee et al. 2019), proposed same hypothesis
as this research that the context of an utterance can perform better Emotion Prediction.
The task is to retrieve context from 3 previous utterances of a conversation and then
perform emotion classification. Chatterjee et al. (ibid.) also indicated that Bc-LSTM was
the most common choice and performed the best.

Smetanin (2019) supports the statement that Bc-LSTM is the best choice, as the paper
proposes Emosense, an architecture based on Bc-LSTM. The model uses word embedding
instead of manual text pre-processing and also captures user specific features. Agrawal and
Suri (2019) introduces NELEC, that also uses Bc-LSTM based model with Attention. The
model performs heavy pre-processing steps and achieves better results than Emosense.
C. Huang et al. (2019) proposes ANA, also built upon Bc-LSTM claims to outperform
state-of-the-art BERT model known for its performance in classification.

2.7 Conclusion

Emotion Recognition in conversation is gaining popularity in the field of N.L.P. Recent
advancements prove that using utterance history can help obtain context, speaker-specific
information and inter-speaker influences to analyse affect. Different models considers
different features in a conversation for emotion prediction as seen in Fig. 2.7.

Every model tried to outperform the previous state-of-the-art models. However, KET and
TL-ERC both failed to outperform DialogueRNN. TL-ERC framework is built upon the
concept of Tranfer Learning, which is gaining major attention in the field of conversational
A.I. Even though TL-ERC performed poor, it is worth comparing it’s performance with
other state-of-the-art models. TL-ERC reduces dependency on the dataset and is expected
to perform better with less parameters. DialogueRNN is chosen as the second
state-of-the-art model as it gave promising results against all other state-of-the-art
methods. DialogueRNN is also the only model that considers speaker information.
Bc-LSTM is chosen as the third state-of-the-art model as it’s the only model that considers
surrounding context and it was the most common choice for EmoContext. None of the
work compares these three state-of-the-art model using a chat-based conversational dataset.
This research will evaluate and compare these three models against a chat-based
conversational dataset and a acted dataset.

For SemEval2019 Task 3, the best performing model from the three state-of-the-art model
is chosen. This model is compared with the latest Transformer based model using
EmoContext dataset. Emotion prediction is performed by both these models and the results
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are evaluated to find out, if the Transformer based model can outperform the
state-of-the-art, Bc-LSTM.
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3 Background Concepts

3.1 Chapter Overview

Emotion can be predicted using different neural network-based classification models. These
models are trained using large corpora. NLP is used as a part of these neural network
models to understand the data. The steps to develop an emotion prediction model are as
follows:

1. Collect data to train the model

2. Preprocessing Data

3. Tokenisations to convert sentences into words

4. Word Embeddings to understand the context

5. Train the model with the dataset.

The Methodology explains in detail the architectures used building emotion prediction
engines, the type of RNN it is built upon, the dataset used to train that network, how
preprocessing was performed on the data, what Tokenizers and Word embeddings were
used. However, before discussing that, it is essential to understand why there is a need for
tokenisers and word embeddings or what is an RNN. This chapter is a prologue to
Methodology; it is a preliminary introduction of the terms used in the research.

3.2 Natural Language Processing

Natural Language Processing is a field of computer science and linguistics that explores how
computers can be used to understand and manipulate natural language text or speech (Liu
et al. 2017). Human-Computer Interaction in the field of NLP usually comprises of two
branches; Natural Language Understanding(NLU) and Natural Language Generation(NLU)
(ibid.). NLU processes the input received from the human and translates it into a
machine-understandable format. Natural Language Generation focuses on producing text in
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human language. As per Torfi et al. (2020), data becomes more meaningful through a
deeper understanding of its context.

3.3 Word Embeddings

Word embeddings are used to capture the context of a word in a text document,
understand the semantic and syntactic similarity of the words, the relation of one word with
other, find dependencies of a word in a sentence Etc. (Karani 2018). Word Embeddings is a
way to represent text in a high-dimensional space where a vector represents each word in
the vocabulary. (Brownlee 2017). The vectors learn in such a way that similar words have
similar representations.

To better understand why we need word embeddings (=towardsmedium), consider two
sentences You look good and You look great. Let V be vocabulary of both these sentences
such that, V = "You", "look", "good", "great". Now if this vocabulary is one-hot encoded
to generate a vector, the vectors would be (transpose of) You = [1,0,0,0], look = [0,1,0,0],
good = [0,0,1,0], great = [0,0,0,1]. According to this vector representation, each of the
words belongs to an independent dimension creating a four-dimensional space. Neither word
depend on each other. However, that is not true. Word Embeddings enables the words to
occupy close spatial positions for words with similar context.

Two methods for learning vector representations are; 1) Using Embedded Layer, 2) Using
Word2Vec or GloVe. Note that there are more methods. However, the below sections will
focus on these two as they are used during the research.

3.3.1 Using Embedded Layer

A framework such as Keras provides an Embedding Layer that jointly learns with a neural
network model used for NLP tasks like document classification or language modelling
(ibid.). This method requires the data to be cleaned and processed such that each word can
be one-hot encoded. The size of the vector space could be 50, 100 or 300 dimensions. The
embedding layer is used at the beginning of a neural network model.

3.3.2 Word2Vec

A downside of learning a word embedding as part of the network is that it can be very slow,
especially for enormous text datasets. Mikolov et al. (2013) at Google 2013 proposed
Word2Vec, to make the training of embeddings more efficient. Word2Vec analysed learned
vectors and performed vector math on represented words. In simple terms, this embedding
captures the context in such a way that for an analogy "king is to queen as a man is to
woman", if "man-ness" is subtracted from "king" and "women-ness" is added, it results
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into the word "queen" (Brownlee 2017) . Word2Vec, uses two different learning models;
Continuous Bag-of-Words and Continuous Skip-Gram Model. The Continuous bag-of-words
model learns the word embeddings by predicting the current word from context, and the
Continuous skip-gram model learns from surrounding words of the current word.

3.3.3 GloVe

The Global Vectors for Word Representation is an extension to the Word2Vec method for
efficiently learning word vectors (Pennington et al. 2014). GloVe is an approach that
combines both Latent Semantic Analysis technique and local context-based learning like
Word2Ve (Brownlee 2017) Latent Semantic Analysis creates word representation using
global statistics. GloVe construct a word co-occurrence matrix using statistics across the
whole text corpus; this results in better word embeddings.

3.4 Tokenization

Tokenisation is diving a sentence into chunks of words where each word is referred to as a
token. Usually, tokenisation provides two dictionaries, word-> index and index->word.

3.5 Recurrent Neural Networks

In this research, different architectures like bc-LSTM, DialogueRNN and TL-ERC are used.
Each architecture trains a type of Recurrent Neural Network for emotion classification. The
section below explains Recurrent Neural Networks.

A Recurrent Neural Network is used for two primary purposes; scoring arbitrary sentences
with measures of grammatical and semantic correctness for NLP based tasks and generating
new texts. These tasks are not possible with traditional neural networks as they consider
input and outputs as independent entities. However, to predict the next word in a sentence,
the network needs to remember which words came before it. Another way to describe RNN
is that it is a network that has memory to remember information that has been calculated
so far. RNN uses sequential information. The term "recurrent" is added because the model
performs the same task for every element of the sequence. For example, for a sentence of 6
words, the network unrolls into a 6-layer neural network, where each layer represents each
word.

xt = input at time step t. xt is a vector corresponding to second word of the section

st = hidden state at time step t or in short the. "memory" of the network.
st = f (Uxt +Wst1). The function f could be any activation function like ReLU (described

22



in section 3.10.1). ot = output at step t. To predict next word in a sectence,
ot = softmax(Vs t) (softmax function is described in section 3.10.2)

3.5.1 Rectified Linear Units(ReLU)

ReLU (http://www.wildml.com/deep-learning-glossary/##relu) are activation
function that could be defined as : f (x) = max(θ, x), here x is the input to neural network.
Activation functions allow neural networks to learn complex decision boundaries. Rectifiers
allow better training of deeper networks (Glorot et al. 2010). ReLU is sparse and suffers less
from vanishing gradient problems.

3.5.2 Softmax Layer

A softmax function is often used as the last activation function of a Network Network that
converts vectors of raw scores into class probabilities for classification. The softmax
function takes in a vector of K real numbers as input and normalises it into a probability
distribution with K probabilities that is proportional to the exponentials of the input
numbers. A softmax function σ is defined as :

σ(z)i =
ezi∑K
j=1 e

zj
for i = 1,2,...K.

3.5.3 Cross-Entropy Loss

The model tries to find the best parameters that minimise error when training data. This
error is measured using a Loss function like Cross-Entropy Loss. Cross-Entropy Loss can be
defined as :

L(y , y ′) = − 1
N

∑
n∈N

∑
i∈C yn,i logy

′
n,i

3.5.4 How Recurrent Neural Networks work ?

A traditional feed-forward neural network has three layers, input layer, hidden layer and
output layer (Fig. 3.1 ). To make this feed-forward neural network to be able to remember
the previous information, a loop is added. This loop allows passing on prior information
forward (Fig. 3.1). To understand the application of RNN in NLP, let’s consider a 3-words
statement "how are you" fed to a neural network for intent classification. As RNN works
sequentially, it will consider one word at a time. RNN takes in the first word "How" as
input, encodes it and produces an output. For the second word, RNN considers the second
word itself and the hidden state from the previous word. The process will be repeated for
the word "you". The output generated from last RNN is passed to next feed-forward layer
for classification. See Fig. 3.3 to understand the flow explained above.
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Figure 3.1: Feed-forward Neural Network A) Representation of Neural Network B) Narrowed
down representation of Neural Network

Figure 3.2: Recurrent Neural Network

Figure 3.3: Unfolding Recurrent Neural Network for a sentence of 3 words

3.5.5 Drawback of Recurrent Neural Network

RNN has what is called the "Short-Term Memory" due to which it suffers from the
vanishing gradient problem. A vanishing gradient means RNN would have trouble retaining
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information from previous states as it progresses further. Now, why would that matter?
Let’s say for a short sentence like "how are you", the RNN can extract the context as it can
remember states for all three words. However, for a longer sentence like, "Would you maybe
wanna have a cup of coffee , let’s say at a (cafe) ?", RNN need context to understand the
intent, i.e., it needs to remember "a cup of coffee" to be able to associate it with "cafe".
However, RNN cannot learn long-range dependencies due to which. To mitigate this issue,
two extensions of RNN were created, Long Short-Term Memory(LSTM) and Gated
Recurrent Unit(GRU)

3.6 Long Short-Term Memory

LSTM were proposed in 1997 in Hochreiter and Schmidhuber (1997). LSTM combats the
vanishing gradient problem using a gating mechanism. The LSTM model has three gates
i , f , o called input gate, forget gate and output gate respectively. The input gate defines
the measure for newly computed state for current input that should be allowed to pass
through. The forget gate then defines how much of previous state must be allowed to pass
through and finally the ouput gate defines how much of the internal state must be exposed
to external network. g is present in hidden state that is computed based on current input
and previous hidden state. However, in LSTM unlike RNN,solely g isn’t considered as new
hidden state, input gate is also used. ct acts as an internal memory. The internal memory is
the combination of previous memory multiplied with forget gate and new hidden state g

multiplied with input gate i . The whole structure of LSTM is similar to that of RNN
however it differs in how the hidden state is calculated. Hidden state st is computed as :

i = σ(xtU
i + st−1W

i)

f = σ(xtU
f + st−1W

f )

o = σ(xtU
o + st−1W

o)

g = tanh(xtU
g + st−1W

g )

ct = ct−1 ∗ f + g ∗ i

st = tanh(ct) ∗ o

The gating mechanism allows LSTM to consider long-term dependencies the network learns
from the parameters, how the memory should behave.

3.7 Gated Recurrent Unit (GRU)

A Gated Recurrent Unit(GRU), built upon the same idea of using gating mechanism, was
proposed recently in 2014, with fewer parameters and less number of gates compared to
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LSTM. A GRU has two gates, r , z called the reset gate and update gate respectively. The
reset gate defines how to combine new input and previous memory. The updated gate
defines the limitation for storing the previous memory. The hidden state in GRU is
computed as:

z = σ(xtU
z + st−1W

z)

r = σ(xtU
r + st−1W

r )

h = tanh(xtU
h + (st−1 ∗ r)W h)

st = (1− z) ∗ h + z ∗ st−1

3.7.1 Drawbacks of traditional LSTM and GRU

Even though LSTM and GRU were built to solve the issue of long-range dependencies, the
vanishing gradient problem persists as the model progresses in longer sentences. Another
issue with LSTMs like structure is that it becomes difficult to parallelise the work for
processing the sentences; the words are always trained one by one.

3.8 Attention

The attention mechanism is built upon the idea the issues from LSTM could be solved if
special attention was paid only on specific words. In Attention mechanism, the model
focusses only on the new segment of information at every time step. This means instead of
encoding the whole sentence and then passing it as output with the final hidden state, the
RNN with Attention, would encode each word and pass on the hidden state of each word to
the output. This ensures that relevant information from each and every word is extracted.
This helps the issue with remembering distant words; however, the issue of processing words
in a parallel manner is still not possible.

3.9 Convolutional Neural Network

When performing tasks like feature extraction on an extensive corpus, the traditional models
would take much time due to its inability to process in a parallel manner. A Convolutional
Neural Network (CNN) can process multiple words at the same time and does not have to
depend on previous words for translation.
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3.10 Transformers

Transformers are the newest model that uses CNN and Attention both, solving the problem
of parallelisation and boosting the speed of training (Vaswani et al. 2017). A Transformer
has an architecture similar to RNN. However, it comprises of six encoders and six decoders.
Each encoder consists of two layers, Self-Attention and Feed-Forward Neural Network. The
decoder has three layers; Self-Attention, Encoder-Decoder Attention and Feed-Forward
Neural Network.

3.11 Transfer Learning

Neural Networks were built keeping in mind the human brain; it learns the same way as a
human does. However, humans do not always learn from the ground up. If a person knows
to know how to ride a bicycle, a person can learn to ride a motorbike using the knowledge
of riding a bicycle. Transfer Learning (Zhuang et al. 2019) utilises knowledge acquired for
one task to solve related ones. Andrew NG, renowned data scientist, when providing a
tutorial in NIPS 2016 (slides) stated - "After supervised learning — Transfer Learning will
be the next driver of ML commercial success". With Transfer Learning, one can transfer
knowledge like features, weights from one trained model to new models which solves the
issues of lack of datasets needed to train the model.

3.12 BERT

One of the biggest challenges in A.I. and N.L.P is the lack of training data. In order for a
model to perform well, it needs to be trained on a large dataset. Researchers have
developed different techniques to train language representation models using unannotated
text called pre-training. These pre-trained models can be fine-tuned for smaller tasks.
BERT is one such technique for pre-training. Google AI researchers proposed Bidirectional
Encoder Representations from Transformers (BERT) (Devlin et al. 2018) to pretrain deep
bidirectional representations from unlabeled text with respect to the context in all layers. A
BERT model can be finetuned with just one additional output layer to perform different
tasks such as next sentence prediction, question-answering tasks etc.

3.13 Conclusion

This chapter discussed the key terminologies required to understand the research conducted
further.
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4 Methodology : Experiment 1

4.1 Chapter Overview

The research conducted in this thesis is divided into two parts. Experiment 1 is comparing
state-of-the-art models to find out the best model for recognising emotions using utterance
history. Experiment 2 uses that model as well as Transformer based model to predict
emotions for EmoContext dataset to find out the best approach for emotion classification in
conversation. As experiment 2 depends on the results of experiment 1, The Methodology
and results are divided into two parts. This chapter discusses, in brief, the requirements and
design of the state-of-the-art models, Bc-LSTM, DialogueRNN and TL-ERC.

4.2 Datasets used for training the three conversational

A.I. models

For the neural networks to be able to classify emotions in a conversation correctly, it needs
to be trained on an emotion-rich conversational corpus. For training the neural networks,
two benchmark datasets are chosen; DailyDialog and IEMOCAP. DailyDialog is a large
corpus of daily conversations covering different topics that comes up in day-to-day
interactions. IEMOCAP consists of text transcripts of 12 hours long acted video, scripted
and made to generate an emotion-rich dataset.

4.2.1 DailyDialog

DailyDialog (Li et al. 2017) is a well-appreciated dialog corpus for emotion recognition and
dialog generation in conversational A.I. (Cai et al. 2020; Devamanyu Hazarika et al. 2020;
Qin et al. 2020). It is a manually annotated emotion-rich multi-turn dialogue corpus that
reflects daily conversations covering up to 10 topics. Dailydialog also conforms to two
conversation patterns occurring in conversations, Question-Answer and
Directive-Commisive. The dataset is labelled with an emotion and a class per utterance.
The conversation is then labelled with a topic. Each utterance belongs to one of the four
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classes, Inform, Question, Directive, Commissive. The dataset incorporates six emotions joy,
sadness, surprise, anger, fear, disgust. Li et al. (2017) presents a statistical report of the
DailyDialog corpus to better understand how the data is distributed over different
categories, class and emotions, see Fig. 4.1. Zandie (2020) presents a snippet of the
conversation after preprocessing the dataset. Fig. 4.2.

Figure 4.1: Statistical report of DailyDialog dataset distribution based on (a) Emotion, (b)
Topic and (C) Class

Figure 4.2: An example of a conversation format from DailyDialog dataset with Emotion
and Action tag

Figure 4.3: The list of count of Utterances for Each emotion in DailyDialog. DailyDialog
is a large corpus with 102,879 records. Out of the total, 83.17% of data is categorised as
other.
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4.2.2 IEMOCAP

The Interactive Emotional Dyadic Motion Capture (IEMOCAP) is an acted, multimodal and
multispeaker database (S.A.I.L 2004) by Speech Analysis & Interpretation Laboratory at
University of Southern California 1. IEMOCAP is a dataset consisting of 12 hour long
audiovisuals, video, speech, motion capture of the face and textual transcripts. The
interactions are dyadic, performed between two actors. There are in all 5 acts performed by
ten actors, five female and five male. The act is either scripted or improvised in a way that
portrays emotion concerning the context of the act. The dataset labelling is evaluated using
ANVIL software tool2 and different human assessors. Each utterance is labelled with an
emotion label as well as a dimension label like Dominance, Valence, Arousal
(Samarth Tripathi and H. S. M. Beigi 2018). Samarth Tripathi and H. S. M. Beigi (ibid.)
presents how the software is used to evaluate the emotions; See Fig. 4.4.

Figure 4.4: Emotion Evalutation using AVIL software tool

This dataset also takes into account the context when labelling the emotion. Each session
is manually segmented into utterances. An utterance could be more than one sentence in
IEMOCAP. Fig. 4.5 describes how the textual transcripts are annotated with emotion and
dimensional label.

1https://sail.usc.edu/iemocap/iemocapinfo.htm
2https://www.anvil-software.org/
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Figure 4.5: A part of a conversation in IEMOCAP with utterances with its emotion labels
and VAD values. The data is a text transcript of a video. The first column is the time of
the video when utterance was spoken. Turn is the Actor who spoke it; M stands for male
and F for female. Transcription has utterances. Labels have emotions where exc is excited,
hap is happy, sur is surprised, neu is neutral.

Figure 4.6: IEMOCAP Dataset distribution based on Emotion. The total number of records
are 10,038 with 38.16% of data associated with Frustration tag. Disgust, Fear and Surprise
have the least number of records associated with it.

4.3 Datasets used for training the pre-training dialogue

model for Transfer Learning

One of the three state-of-the-art models, TL-ERC uses semi-supervised Transfer Learning
approach. Transfer-Learning based models have a source model and a target model. The
source model is trained, and the knowledge learned during training is transferred to the
target model. Both the source and target are of the same domain; however, they are
trained to perform different tasks. In TL-ERC, the source is used as a dialogue generator
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for conversational model and target is used as an emotion classifier (Devamanyu Hazarika
et al. 2020). As discussed in the previous section, the target is trained using emotion-rich
benchmark datasets known for next sentence prediction, i.e., Ubuntu and Cornell.

4.3.1 Ubuntu Chat Logs

Ubuntu Dialogue Corpus(Lowe et al. 2015) consists of almost one million two-person
conversations extracted from the Ubuntu chat logs retrieved from the history of customer
service on the platform. It has over 7 million utterances and 100 million words.

4.3.2 Cornell Movie Dialog Corpus

Cornell(Danescu-Niculescu-Mizil and L. Lee 2011a) is a large dataset of conversations
extracted from movies scripts. Cornell has around 220,570 conversational exchange between
10,292 pairs of movie characters. It has in total 304,713 utterances
(Danescu-Niculescu-Mizil and L. Lee 2011b)

4.4 Tokenizer, Word Embeddings and Embedding Ma-

trix

Tokenization : Before training the data, the text data is tokenised. In an embedding
matrix, the input required should be integer encoded. For tokenisation, each model
experiments with three different tokenisers. Bc-LSTM performs tokenisation with Pytorch
tokeniser and word embeddings, DialogRNN with Keras tokeniser and TL-ERC uses a
Pytorch pretrained BERT for Token representations with Spacy for Text Categorizer, this is
called the Spacy Pipeline, mainly used in Transfer Learning (Honnibal 2019). Why is the
Spacy pipeline required though? Honnibal (ibid.) in their article, Spacy meets Transformers,
mentions that "The models are too large to serve in production, but they can be used to
supervise a smaller production model" 3.The Spacy pipeline enables the model to be loaded
with a large generic model like pretrained BERT with lots of text and then it trains on
smaller dataset using Spacy with labels specific to the problem.

Word Embeddings : For Word Embeddings, Global Vectors for Word Representation(GloVe)
is used for all three models. It provides a vector space with meaningful substructure of 75%
on a recent word analogy task (Pennington et al. 2014). Following GLoVe embedding is
used in the models: Common Crawl (840B tokens, 2.2M vocab, cased, 300d vectors, 2.03
GB download) 4

3https://explosion.ai/blog/spacy-transformers
4https://nlp.stanford.edu/projects/glove/
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Embedding Matrix : Keras has a tf.keras.layers.Embedding layer, which makes it easy to
use word embeddings (Holt 2020). This layer maps integer indices to dense vectors.
Pre-trained models are used during training. Once trained, the learned word embeddings
can encode similarities between words.

4.5 Model Architectures

This section will briefly discuss the architecture and design of each of the three
state-of-the-art model chosen for evaluation.

4.5.1 Bc-LSTM

Proposed variant bc-LSTM (Poria, Cambria, et al. 2017) takes a sequence of utterances
u1, u2....un from a conversation as an input where Ln is the number of utterances in the
conversation. The model extracts contextual unimodal and multimodal features by
modelling the dependencies from the utterances. The whole process is conducted in two
steps: 1) Context-Independent Unimodal Utterance-Level Feature Extraction and 2)
Contextual Unimodal and Multimodal Classification.

1. Context-Independent Unimodal Utterance-Level Feature Extraction First, the
unimodal features are extracted from input utterances without considering the context or
dependencies. The original framework by Poria, Cambria, et al. (ibid.) performs feature
extraction separately for textual, audio and video data. However, the adapted model used
for this methodology performs only textual feature extraction as it’s designed for text-based
conversations.

Text-Feature Extraction : Each utterance is fed to a Convolutional Neural Network (CNN)
for Feature-Extraction. A CNN is a class of deep neural networks, composed of two
essential parts; feature extraction and classification. Feature extraction includes several
convolution layers followed by max-pooling and an activation function (Khoshdeli et al.
2017). Here, each utterance(up to 50 words) is represented as an amalgamation of the
vectors of words in the utterance. The words vectors are obtained by using Word
Embeddings.

The convolution kernels are applied to these combined word vectors. The CNN here
consists of two convolutional layers; first with two kernels of size 3 and 4 with 50 feature
maps each and second has a single kernel of size 2 with 100 feature maps. The layers are
alternated with a max-pooling layer which is followed by a fully connected layer of size 500.
Finally, the network is ended with a softmax output layer. The CNN learns abstract
representations of the phrases and retrieves implicit semantic information of the utterances.
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2. Context-Dependent Unimodal and Multimodal Utterance-Level Feature
Extraction and Classification

For contextual feature extraction, an LSTM based network is used. LSTM is chosen as it
allows the model to consider inter-dependencies from previous utterances when classifying
the target utterance. LSTM can derive inter-dependencies because LSTM cells are capable
of modelling long-range dependencies. The network can extract context from surrounding
utterances and use it when classifying the target utterance.

Training :The model is trained using Cross-entropy Loss on every utterance’s softmax
output as per (4.3.1.1.2).

loss = −(1/(
M∑
i=1

Li))
M∑
i=1

Li∑
j=1

C∑
c=1

y j
i ,c log2(Y

j
i ,c) (4.3.1.1.2)

To avoid overfitting, a dropout is interleaved between the LSTM cell and dense layer. As
the number of utterances in a conversation is different, padding is applied to neutralise the
range.

Hyperparameter tuning is performed by splitting the training dataset into training and
validation sets with 80/20 split ratio. The model was trained for 200 epochs on batch size
of 32 without Attention. Hyperparameters used for training the model are :
attention=False, batch_size=32, class_weight=False, cnn_dropout=0.5, cnn_filters=50,
cnn_output_size=100, dropout=0.25, epochs=200, l2=1e-05, lr=0.001, no_cuda=False,
tensorboard=False

4.5.2 DialogueRNN

Majumder et al. (2019) builds DialogueRNN on the assumption that the emotion
classification depends on three factors; 1) Speaker, 2) Context of the preceding utterances
3) Emotion behind the preceding utterances.

The model is implemented using GRU cells, each tracking a specific state to handle the
above-given factors. The different states are Party, Global, Speaker and Emotion state. The
Party-state is updated every time a party delivers an utterance; this tracks the individual
party’s emotional dynamic. Then, the Global state encodes the party-state and the context
of preceding utterance together for context representation. Finally, the Emotions state
updates based on party state and global state to represent an emotion. The emotion GRU
sends previous utterance states and current speaker states to a softmax layer. Every GRU
cell computes a hidden state ht where for every GRU, ht = GRU ∗ (ht−1xt) . Here, ht−1 is
the previous GRU state and xt is input. The model design comprises of Text-Feature
Extraction and functioning of GRU cells for Emotion classification.
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Text-Feature Extraction : The model uses CNN for textual feature extraction, which
obtains n-gram features for each utterance using three convolution filters of sizes 3,4 and 5.
Every filter has 50 feature-maps. The output is then sent for max-pooling followed by ReLU
activation. The activations are then fed to 100-dimensional dense layer for textual utterance
representation. This network is trained to provide emotion labels at the utterance level.

Functions of GRU for emotion classification :

1. Party GRU : The Party GRU uses a fixed size of vectors to keep track of individual
speaker states. The state here is updated based on the role of participant, either speaker or
listener for the current utterance.

2. Global GRU : Global GRU captures the context of given utterance by encoding current
utterance and speaker state. Here every state is speaker-specific representation. The
context also factors inter-speaker and inter-utterance dependencies.

3. Speaker GRU : Speaker GRU captures relevant context from utterances as the speaker
generates response based on preceding utterance. This cell encodes context from current
utterance as well as the context received from the Global GRU. The combination of context
from current and previous utterance is for better emotion classification.

4. Emotion GRU : Here, the emotion of the current utterance is represented by the
Speaker state and the emotion representation of the previous utterance. As the context is
essential for emotion classification, party states are also considered, which establishes a
connection between speaker state and other party states.

Training: The model has two perceptron Layer with final Softmax Layer to calculate
emotion class probability from the class of 6 emotions, and the most likely class is chosen as
the emotion representation for the utterance. Emotion classifier has softmax layer + ReLU
activation. The model uses categorical cross-entropy with L2 regularisation. The network is
trained using Stochastic based Adam Optimizer. The hyperparameters are chosen using
Grid Search.

4.5.3 TL-ERC

Devamanyu Hazarika et al. (2020) divides The Transfer Learning - Emotion Recognition
Framework’s implementation in two processes. source for generative conversation modelling
and the target for emotion classification. The working of TL-ERC framework is described
below.

1. Source For Generative Conversation Modelling The source uses a Hierarchical
Recurrent Encoder-Decoder (HRED) model, which is a framework for seq2seq model used
to generate dialogue responses. It generates responses using three sequential components;
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Sentence Encoding using encoder recurrent neural networks (RNNs), Context Encoding and
Generating responses. When the model receives a conversation with sentences, x1, x2....xt , it
goes through the following steps:

1. Sentence Encoding The encoder RNN encodes the context in each sentence such that

henct = f encθ (Xt , h
enc
t−1) (4.5.3.1.1)

2. Context Encoding After that, each encoded sentence is fed to context RNN that models
conversation until time t such that

hcxtt = f cxtθ (henct , hcxtt−1) (4.5.3.1.2)

3. Response Generation : Finally the decoder RNN generates sentence xt+1

pθ(xt+1|x≤t) = f decθ (x |hcxtt ) (4.5.3.1.3)

Then, HRED trains all the conversation in data using maximum likelihood estimation
objective . In Equation (4.5.3.1.1) f encθ represents encoder RNN. In this model, a
Bidirectional Gated Recurrent Unit, (GRU) is used as a RNN function with parameter
θsourceenc to encode the sentences. For both context RNN (f cxtθ ) in Equation (4.5.3.1.2) and
decoder RNN in Equation (4.5.3.1.3), a unidirectional GRU is used with parameter θsourcecxt

and θdeccxt respectively. The decoder finalises the process by generating a response using
beam decoding.

2. Target For Emotion Detection in Conversation Similar to Source, the target
receives an input conversation with utterances x1, x2...xn. Target performs the same steps as
source except for the response generation step, instead, the target performs emotion
classification.

1. Sentence Encoding : Here, instead of HRED(Hierarchical Dialogue Model), a
pre-trained state-of-the-art model BERT is used for sentence encoding as it outperforms
HRED (Devamanyu Hazarika et al. 2020). BERT is appreciated for next-sentence
prediction. This model only uses four transformer layers out of the 12 present in BERT.

2. Context Encoding : The model uses the same context RNN HRED model as source as
it allows transferring the learned parameters θsourcecxt

3. Emotion Classification : For every turn outputted from context RNN, an emotion is
predicted using emotion classifier for each utterance in turn. The model is trained using
Cross-Entropy loss.
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Hyperparameters

For every target dataset, grid-search is performed to get the best parameters. The
parameter selection is for learning rate from le-3,le-4 and le-5 and optimiser from Adam and
RMSprop.

Figure 4.7: Architecture representation of TL-ERC: Left side block represents Source that
transfers parameters θsourceenc from sentence encoder and θsourcecxt from context encoder, right
block represents Target, that uses the transferred parameters and performs emotion classifi-
cation

4.6 Evaluation Metrics

To evaluate the performance of the models, Average F1 and Micro average F1 scores are
used in both experiments. F1 score works better than Accuracy when the class distribution
is imbalanced. In all the datasets used in both experiments, the datasets are highly
imbalanced. Micro-average F1 score is used to judge the performance of the models in both
experiments, 1 and 2. (Huilgol 2019)

F1 score is a harmonic mean of Precision and Recall, and it gives better measures of
incorrectly classified data.

F1 = 2 ∗ Precision ∗ Recall
Precision + Recall

(4.6.1)

Precision is calculated by measuring the correctly identified positive cases from all the
predicted positive cases.

Precision =
TruePositive

(TruePositive + FalsePositive)
(4.6.2)
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Recall is calculated measuring the correctly identified positive cases from all the actual
positive cases.

Recall =
TruePositive

(TruePositive + FalseNegative)
(4.6.3)

Micro F1-score is used to assess the quality of multi-label binary problems. It measures
the average F1 score of all classes. (microaf1)

Micro − F1 = 2 ∗ Micro − Precision ∗Micro − Recall

Micro − Precision +Micro − Recall
(4.6.4)

4.7 Conclusion

This chapter discussed four different datasets used for training the models, followed by a
brief description of the design architecture and training pattern used for each model. The
next chapter will reveal the results of this experiment.
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5 Results: Experiment 1

5.1 Chapter Overview

This chapter discloses the results of experiment 1, also discusses in brief, the characteristics
of the datasets and different results found during this experiment. The findings from both
the experiments are discussed in detail, later in chapter 8.

5.2 Characteristics of Datasets

One of the models, TL-ERC, trains the source model and then transfers the knowledge
gathered from the learning process to the target model. The source model is trained using
datasets that would allow next sentence prediction. Then all the three models are trained
using two large conversational corpora; DailyDialog and IEMOCAP. Table 5.1 and Table 5.2
are summary of datasets used chosen for the experiments.

5.2.1 Ubuntu vs Cornell

Table 5.1 presents the characteristics of datasets, Ubuntu and Cornell. Ubuntu is a much
larger corpus compared to Cornell and is extracted from actual chat logs that would really
reflect human-chatting behaviour. From the utterance to dialogue ratio, Cornell is rich in
dialogues with fewer utterances in every conversation(dialogues); this is because the Dataset
is extracted from movie scripts.

Dataset Ubuntu Cornell

Utterances 7,100,000 304,713
Dialogues (Human-Human) 930,000 220,579

Description Extracted from Ubuntu Chat logs Extracted from raw movie scripts

Table 5.1: Characteristics of Ubuntu and Cornell
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5.2.2 DailyDialog vs IEMOCAP

For training the three models, DailyDialog and IEMOCAP are used. The summary of
Dataset before splitting is presented in Table 5.2. It is observed that the data distribution in
DailyDialog is highly imbalanced. Over 83% of data from the Dataset falls under the
category "Others". The Second highest records in DailyDialog is Happiness covering over
12% of the total Dataset. IEMOCAP, on other hands, has lesser records than DailyDialog
but is distributed over all emotions. The IEMOCAP as a dataset is more emotion-rich. The
highest number of records in IEMOCAP falls under emotion Frustration with 38% of data.
The category that has less than 2% of the total data is removed from the Dataset before
splitting. The Dataset used for training is shown in 5.3.

Dataset DailyDialog IEMOCAP

Anger 1022 1229
Happiness 12885 495
Sadness 1150 1182
Disgust 353 4
Fear 74 135

Frustration - 3830
Surprise 1823 24
Excited - 2505
Neutral - 575
Others 85572 59

Table 5.2: Characteristics of DailyDialog and IEMOCAP

Dataset DailyDialog IEMOCAP
train/val test train/val test

Happiness 11,866 1019 504 114
Sadness 1048 102 839 245
Anger 904 118 933 170
Excited - - 742 199

Frustrated - - 1468 381
Surprise 1707 116 - -
Fear 157 17 - -

Disgust 306 47 - -
Neutral 79,251 6321 1324 384

Table 5.3: Summary of Datasets used for Training; DailyDialog and IEMOCAP after split-
ting.
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5.3 Evalutation

5.3.1 TL-ERC Evaluation Summary

Before comparing the results of the three models, note that the best dataset combination
for TL-ERC must be chosen. Revising the methodology, in TL-ERC, the training occurs on
two different models Source and Target. The source dataset that performed best is chosen
from the following dataset combinations., UBUNTU-IEMOCAP, CORNELL-IEMOCAP,
UBUNTU-DAILYDIALOG and CORNELL-DAILYDIALOG. The results for the four
combinations are unveiled in Table 5.4. It is observed that Ubuntu gives better results for
both DailyDialog and IEMOCAP compared to Cornell, with micro-average F1 scores of
0.371 and 0.591, respectively. Hence UBUNTU-DAILYDIALOG and UBUNTU-IEMOCAP
combinations are chosen for comparison with other models.

Source Dataset Target Dataset micro-average F1 Score

Cornell DailyDialog 0.371
Ubuntu DailyDialog 0.372

Cornell IEMOCAP 0.580
Ubuntu IEMOCAP 0.591

Table 5.4: Comparison of TL-ERC performance with combination of datasets for Source
and Target

5.3.2 State-of-the-models Performance Summary

Finally, Bc-LSTM, DialogueRNN and TL-ERC are compared. Table 5.5 discloses the final
results achieved by each model. As discussed in the previous chapter,due to imbalanced
nature of data, micro-average F1-score (this chapter and rest of the chapters uses the term
F1 interchangeably with micro-average F1 score) is chosen as the evaluation metric. It was
found that Bc-LSTM performed the best on IEMOCAP with highest F1-score of 60.19
which is against the results of Devamanyu Hazarika et al. (2020) where TL-ERC
outperforms Bc-LSTM. It is also observed that DialogueRNN and TL-ERC, both with
IEMOCAP are behind with a difference of about 1%. DialogueRNN achieved F1-score of
59.46 and TL-ERC achieved F1-score of 59.10. However, Bc-LSTM has a loss rate of 1.08,
and TL-ERC has a loss rate of 1.02 for IEMOCAP, whereas DialogueRNN has 0.49 for the
same Dataset. Loss rates are less for all models with DailyDialog Dataset.

Bc-LSTM performed the best amongst all three state-of-the-art model hence it chosen to
compete against Transformer based model in experiment 2. It is observed that IEMOCAP
performs better compared to DailyDialog, the reason for this could be the highly
imbalanced distribution of DailyDialog dataset. This is discussed in brief in chapter 8. Even
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though, IEMOCAP performs better, IEMOCAP has poor loss rate, which means it made
many bad predictions.

Model Dataset F1 Score Precision Recall Loss

Bc-LSTM DailyDialog 49.18 0.55 0.41 0.45
IEMOCAP 60.19 0.62 0.60 1.08

DialogueRNN DailyDialog 59.46 0.63 0.63 0.91
IEMOCAP 59.84 0.63 0.63 0.49

TL-ERC DailyDialog 42.55 0.59 0.42 0.51
IEMOCAP 59.10 0.56 0.54 1.02

Table 5.5: Comparison of the three state-of-the-art model’s performance with dataset Daily-
Dialog and Ubuntu

5.4 Conclusion

From experiment 1, it is found that Bc-LSTM outperformed all the other models for
emotion recognition in conversation. This supports the use of Bc-LSTM for SemEval2019
EmoContext. The next chapter discusses how experiment 2 is conducted.
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6 Methodology: Experiment 2

6.1 Chapter Overview

Experiment 2 is to understand how Bc-LSTM, the model that outperformed in experiment
1 performs for emotion prediction on EmoContext data. Bc-LSTM is also compared with a
Transformer based model for emotion prediction on the same data. The aim of this
experiment is to find out what level of performance could be expected for emotion
classification using multiple utterances and what model gives the best results. Both the
models perform the same steps for emotion prediction as decribed in chapter 3:

1. Collecting data: Here the model uses Emocontext dataset

2. Preprocessing the data: Both the models are preprocessed using Ekphrasis tool

3. Tokenization: Using keras for Bc-LSTM or BERT for Transformer

4. Word Embeddings: The models uses twitter 300 dimension data

5. Model is trained using either Bc-LSTM or Transformer

The chapter discusses the characteristics of EmoContext dataset. The chapter decribes
hyperparameters used in Bc-LSTM for this task. The chapter then demonstrats
implementing a Transformer based model using Fast.ai.

6.2 EmoContext Dataset

The task organizers of EmoContext provided training, validation and test data which was
collected by Microsoft. The training data has 30160 human-labelled tweets. The labels are
"happy", "sad", "angry" and "other". The validation dataset and test dataset has 2755
and 5509 records, respectively. The distribution of the data was provided as seen in Fig. 6.1

In the dataset, each record has a conversation with three turns. Turn 1 is by speaker A,
turn 2 is a response to turn 1 by speaker B and turn 3 is a response to turn 2 by speaker A.
Note, the speaker information is not explicitly provided in the dataset. Each record is
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Figure 6.1: Dataset Distribution for SemEval2019

labelled into one of the four categories, happy, sad, angry and other. Fig. 6.2 shows 10
records from training dataset.

Figure 6.2: 10 Random records from training dataset. Each record has a conversation with
three turns. Every conversation is associated with an Id and mapped to a label. Emotion
mapping for each turn isn’t provided in the data.

6.3 Experiment 2 : Model Design

For Emotion Prediction, two models are tested. One model uses the most common choice
for EmoContext and best performer for experiment 1, Bc-LSTM. Another approach uses a
Custom Transformer based model that fine-tunes pre-trained unmasked BERT model and is
integrated with Fast.ai.

6.3.1 Data-preprocessing and Word Embeddings

First, the data is preprocessed using Ekphrasis tool. Ekphrasis is used as text preprocessing
tool as it is able to identify most emojis and complicated expressions such as censored,
emphasized, emails, date and time, percentage, currencies and acronyms and elongated
words. The data is pre-trained using Twitter 300d word embeddings.

6.3.2 Bc-LSTM based Model

For the Bc-LSTM based model, the model is designed much like the one variant already
described in section 4.5.1. First, each of the three utterances is fed to the bidirectional
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LSTM unit using pre-trained word embeddings (Twitter 300d). Then all the three feature
maps are concatenated to achieve feature vector; then this vector is passed to fully
connected hidden layer of dimension 30. Next, these features pass through an output layer
with Softmax activation with regularization layer used for prediction of emotion. The
training of this model is same as discussed of Bc-LSTM in previous chapter. For hyper
parameters, the model is trained for 20 epochs for a batch size of 200.

Figure 6.3: Summary of Bc-LSTM Model used for EmoContext

6.3.3 Fast.ai

Fast.ai was built to combine the best of two worlds; the clarity and development speed of
Keras and the customizability of PyTorch (Howard and Gugger 2020). It incorporates
high-level API and low-level APIs. The high-level APIs powers ready-to-implement functions
allowing customization of models according to user need. The low-level APIs provide
composable building blocks. The user can rewrite or modify the high-level API without
having to learn to use the low-level APIs (ibid.).

Another challenge that Fast.ai handles is processing text input data. Fast.ai provides
processing pipelines by using special tokens to handle different cases. For Tokenization,
Fast.ai by default uses Spacy. Spacy is the fastest text processing tool. Fast.ai also handles
Numericalization and vocabulary creation automatically.
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6.3.4 Integrating Fast.ai with transformers

For a transformer-based Architecture, there are three main classes (Roberti 2019); A model
class for loading and storing a pre-trained model, A tokenizer class for preprocessing the
data and a configuration class for loading and storing configurations of a particular model.

For text classification, the BERT model is used. In the model,
BertForSequenceClassification is used for the model class, BertTokenizer is used for the
tokenizer class and BertConfig is used for configuration class. Transformers provide
different models 1 from which "bert-large-uncased-whole-word-masking" is chosen as the
architecture. This architecture has 24-layers, 1024-hidden layers, 16 heads, 340M
parameters and it trained on lower-cased English text.

6.3.5 Preprocessing in Fast.ai

The data is first loaded in Databunch. In Fast.ai Databunch handles all the processing of
the data and prepares it to be passed to a Learner. A learner wraps the data bunch, the
model, the loss and the optimizer for training. This model uses pre-trained BERT; hence
the data needs to be preprocessed based on BERT’s requirements. Fast.ai provides a
preprocessing pipeline for which is a list of Preprocessors that handles Tokenizations and
Numericalization. The TokenizeProcessor class in Fast.ai processes the whole list of string
and concatenates the list. Then it uses the tokenizer on the concatenated list. In the
model, a custom tokenizer is used that does not involve the concatenation of strings.

6.3.6 Custom Model

Before loading the pre-trained model, the number of labels must be specified for the
transformer model to be able to perform multiclass classification. In the model applied, the
number of labels is 4, happy, sad, angry and others. The model should be able to classify
into these four classes.

6.3.7 Training

For training, CustomAdamW by hugging face is used as an optimizer. When training the
Transformer, first the groups are frozen except the classifier, and then the model performs
Slanted Triangular Learning Rates (STLR). STLR is a schedule where the learning rate
linearly increases, and then linearly decreases, forming a triangle. Then the groups are
unfrozen. For the model summary, see Fig. 6.4.

1https://huggingface.co/transformers/pretrainedmodels.htmlpretrained −models
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Figure 6.4: Model Summary for Transformer Model used for SemEval2019 Task

6.4 Conclusion

This chapter discusses the methodology used for training Bc-LSTM and Transformer based
model for emotion prediction on EmoContext dataset. The final results, that is the best
model, will be realised in the next chapter.

47



7 Results: Experiment 2

7.1 Chapter Overview :

Two different approaches were used to predict emotions on data provided for EmoContext
task in Experiment 2. This chapter discusses the results of experiment 2 and compares the
two approaches.

7.2 Results from Experiment 2

7.2.1 Performance Evaluation of both models

The performance measures of both the models are presented in Fig. ?? and Fig. ??.
Bc-LSTM achieves micro-average F1 score of 72 which for Transformer based model is 75.
Hence Transformer based model with much less training time outperforms state-of-the-art
Bc-LSTM model.

7.1 displays the classification report of the performance evaluation of Bc-LSTM model. The
report shows classification based on per-class basis. The 1st row shows the scores for class
0. The column ’support’ displays how many object of class 0 were in the test data. In this
report, 0 - "others", 1 - "happy", 2 - "sad", 3 - "angry". The first line of the image f1_e
represents the overall micro-average f1 score.

7.2 displays the output of the best epochs and the corresponding micro-F1 scores. The
transformer based model performs better with less training time and less number of epochs
compared to Bc-LSTM.
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Figure 7.1: Performance of Bc-LSTM based model for EmoContext SemEval2019 Task 3

Figure 7.2: Performance of Transformer based model for EmoContext SemEval2019 Task 3

7.2.2 Emotion Prediction

Both the models are used to predict the emotion for multi-turn, multiple utterance based
conversations. Fig. 7.3 shows the test dataset after performing emotion classification. The
label columns has values predicted by the model that performed better out of the two which
is the transformer based model.

In the Fig. 7.3, record 20 has turn 1 - "Yeah me too", turn 2 = "Me too! All my friends
are also excited", turn 3 = "Ohhh so funny". This conversation is labelled as happy.

Another record 13 has, turn 1 = "First you hurt me", turn 2 = "okay", turn 3 = "So I
talked rude". This conversation is labelled angry.

Both the labelling seems proper based on the conversation context. However it is observed
that if the conversation has the word "fuck", the conversation is always labelled angry even
if it is not the case like in record 2.

7.3 Conclusion

This chapter reveals the final results of experiment 2. Transformer Based model
outperforms Bc-LSTM model. However, the Micro-F1 score achieved by the Transformer
based model is not better than the highest performing model in SemEval2019 that scored
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Figure 7.3: Test Data with Emotion Classification

micro-average F1 of 79.59% (Chatterjee et al. 2019). The model that won in SemEval did
not publish a paper; hence the comparisons cannot be made with it. Now that both
experiment results are noted, the findings from the experiments with relation to Emotion
Recognition in conversation will be discussed in the next chapter.
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8 Findings

8.1 Chapter Overview

This chapter points out different findings achieved from the research conducted. The
chapter then answers the questions mentioned at the beginning of the research. Finally, the
chapter discusses different areas of improvement and scope of future work.

8.2 The better dataset

In Experiment 1, three state-of-the-art models, Bc-LSTM, DialogueRNN and TL-ERC, were
compared against each other. All three models were trained using two benchmark dialogue
datasets; IEMOCAP and Dailydialog. IEMOCAP outperforms Dailydialog with a significant
margin in all three models. IEMOCAP with Bc-LSTM has highest F1-score of 60.19 and
DailyDialog with DialogueRNN has highest F1-score of 59.46.

Now, why would IEMOCAP give a better representation of emotion compared to
DailyDialog? The first assumption that comes to mind is data distribution. The distribution
of data in IEMOCAP is comparatively much more balanced than DailyDialog, providing the
model better data from which it can learn. Machine Learning models are sensitive to the
proportions of the different classes. For the highly imbalanced dataset, the model becomes
biased towards the class with the largest proportions, and this could mislead accuracy. For
example, for DailyDialog dataset, it has 83% of data categorised as "Others" which can
mislead the accuracy. It was observed that the model DialogueRNN with IEMOCAP gave
higher micro-average F1 score of 59.84 compared to micro-average F1 score of 59.46 from
DialogueRNN with DailyDialog. However, the "accuracy" of DialogueRNN with DailyDialog
was higher with score of 63.52 compared to that of DialogueRNN with IEMOCAP which
was 63.46 (See A1.3 and A1.4 in Appendix 1). This means the model when learning got
biased towards the class with the highest distribution and predicted that class for majority
test cases, i.e., labelled "others" for majority utterances. For such a model, if the test set
has an equally high distribution of "others", the result would be high accuracy however if
the test set has less number of "others", it will have abysmal accuracy. Hence usually for
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imbalanced datasets, F1-scores are considered instead of Accuracy measure. It observed in
case of DailyDialog vs IEMOCAP that the accuracy scores are misled due to the imbalanced
dataset, which means model trained were biased. Hence DailyDiaog performed poorly.

Another observation made from the dataset was the Loss rate. Loss implies how good or
bad a model performed. Less loss means a model performed better. Bc-LSTM with
IEMOCAP gave the highest micro-average F1 score of 60.19. However, it has a loss rate of
1.08, which was also the highest compared to other models. However, based on F1 scores,
IEMOCAP is considered as a better performer.

However, these assumptions discuss why DailyDialog is a poor choice compared to
IEMOCAP but not why IEMOCAP performed better. For this, the second possible
assumption is the method of annotation for the data sets. IEMOCAP dataset is annotated
from videos and audios, which means the assessor annotating the dataset had surrounding
"context" of the utterance when labelling an emotion to it. This means if the actor spoke
"I am fine" with sad expressions, the assessor knew, the utterance "I am fine" represented a
sad emotion from the tone and behaviour of the actor and hence it was labelled sad.
Whereas for DailyDialog, there was a lack of context, this means the annotator would not
know if the person is sad or happy from that utterance, just like a chatbot would not. This
assumption, however, raises different questions; Wouldn’t IEMOCAP perform badly when
predicting emotions with lack of context, is this the reason for the high loss? How would
the models perform when there is an emotion-shift?

1) Wouldn’t IEMOCAP perform badly when predicting emotions with lack of context, is this
the reason for the high loss? In IEMOCAP, if "I am fine" is labelled as sad, the model
learns that and predicts emotion for "I am fine" in test data as sad. However, "I am fine"
could mean happy too. The emotion varies based on context. In this research, IEMOCAP
performed remarkably better on all three models. However, all three models considered
previous utterances; thus, they were able to extract contextual information and provided
accurate classifications. However, would IEMOCAP give accurate results, if used for
emotion prediction on single utterance? Previous works (Issa et al. 2020; S. Tripathi and
H. Beigi 2018) show IEMOCAP gave promising results for emotion prediction on single
utterance; however, both papers used audio-visual data. The performance of IEMOCAP on
single utterance for text still needs to be studied.

How would the models perform when there is an emotion-shift? Emotion-shift means when
there is a change of emotion in previous utterance and current utterance. If the previous
ten utterances were based on a single context and had an emotion "Happy", but the target
utterance had a change in emotion and was "sad", the models would not be able to
distinguish between old and new context which would lead to misclassifications. None of
the three models can handle emotion-shift.
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To better understand, which dataset better reflects the real-life text-based conversations
between two people, a small experiment was conducted. Three types of conversations are
performed A) A chat with a person faintly acquainted with, B) A chat with a Best friend
and C) A chat with Empathetic State-of-the-art Chatbot Replika.AI.

For a conversation with an acquaintance, it was found that most utterances either fall in
Neutral or Happy category, which is the case with DailyDialog, DailyDialog has 83% data
associated with others and 12% data associated with happy. However, a conversation with
a best friend has multiple emotions and behaviour is less formal, but it still has the majority
of happy and neutral emotions in text.

Figure 8.1: A Chat with an acquaintance

On the other hand, an empathetic chatbot Replika is continually seeking for a positive
response. It was found that Replika is trying too hard to act like an empathetic chatbot.
Replika, on several occasions, mentions having sad thoughts and tries to express emotions
and works on building trust. However, it feels a lot like a therapist and less like a best
friend. One factor noted was that a best friend could take in roasts 1 but Replika.ai could

1roasts : criticise or reprimand severely
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Figure 8.2: A Chat with Bestfriend

not take it (See Fig 8.2 and 8.4). In other words, Replika took things very literary; however,
friends could use irony or use derogatory terms for humour. Sure, Replika.ai is excellent as
an Empathetic Chatbot, but it is not doing well as a "Friend-Bot".

Nevertheless, even in Replika, the majority of emotions found for each utterance were
happy, others and sadness that matched with DailyDialog—reconsidering the question,
which dataset best reflects the daily conversations? The evidence from this small
experiment favours DailyDialog; this also goes in line with the observation of less loss rate
for DailyDialog. This, in fact, means, the models get biased for IEMOCAP data but not for
DailyDialog data, i.e., the predictions made by DailyDialog are proper. However,
DailyDialog is manually labelled; it means it is highly dependent on the annotator who
labelled the data. Two distinguished persons can perceive the same emotion very differently,
and hence DailyDialog falls back as well. IEMOCAP, on the other hand, gave an
outstanding performance on the three state-of-the-art models; however, it can perform
poorly when there is lack of context. As both datasets have some cons, there is a need for
a better, more realistic, more accurately annotated human conversation dialogue. Another
solution to lack of proper dataset is using semi-supervised learning(like TL-ERC) or
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Figure 8.3: A Chat with Empathetic Chatbot - Sad

Figure 8.4: A Chat with Empathetic Chatbot - Roast

unsupervised learning which has less reliance on pre-embedded data.
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8.3 Finding best approach for emotion detection

All three models, performed very well as expected, but based on measures, Bc-LSTM
outperformed both DialogueRNN and TL-ERC. However, it should be noted that a
relatively basic model 2of TL-ERC was used for this research. Also, DialogueRNN is the
only model to consider speaker information apart from context and emotion of preceding
utterance. Considering the model of TL-ERC and added features in DialogueRNN, both
models provided competitive performance against Bc-LSTM. Bc-LSTM considers the
surrounding context. It was noted when discussing IEMOCAP, that assessors annotated the
data as they had access to a surrounding context like tone and expressions, which resulted
into higher F1 score. Bc-LSTM extracts surrounding context from utterances. Bc-LSTM
was also the most common choice for SemEval2019 EmoContext, which supports the
findings that Bc-LSTM outperforms other state-of-the-art emotion prediction models.
However, in experiment 2, it was observed that a Transformer based model by Huggingface
outperformed Bc-LSTM for emotion classification task with the micro-F1 score of 75, which
for Bc-LSTM is 72. The combination of transfer learning methods with large-scale
transformer language models is becoming a standard in the field of conversational A.I. With
Transfer Learning the model takes much less time to train. Transfer Learning model does
not need to be trained from scratch if there is new dataset as it uses the knowledge gained
from training the model before. This makes Transfer Learning and Transformer based
language models seem to be a good choice for emotion prediction engines.

The research conducted is to understand the best approach for emotion prediction using
multiple utterances. However, the idea of emotion prediction had occurred from building a
Friend-bot. Which model should be used in a Friend-bot based on the results? A Friend-bot
is an adaptive system that relies on the data fed when performing conversations and not so
much on the data fed during training. A friend-bot must learn from the conversations made
and adapt to the user behaviour to predict emotions better. For such a use case, Transfer
Learning-based model seems most suited as it does not rely much on the training dataset.
However, for personalisation in a Friend-bot, speaker information is also very crucial to build
an adaptive model. For example, a Friend-bot would initially be a stranger; it would build
itself as it engages in conversation with a human. The bot then becomes a friend as it
"understands" the human better. Here by understand, the bot must be able to understand
the "personality" of the human. The bot eventually must be able to predict that the
statement "I am fine", which means happy for others, represents sad for the human it has
been conversing with. Hence, a combination of TL-ERC and DialogueRNN or a Transformer
based model with the ability to capture speaker information can be a promising direction for

2Relatively basic because TL-ERC has only one inter-utterance layer. In contrast, DialogueRNN has
three
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future research in the field of A.I. based Friend-bots

8.4 Understanding the significance of multiple utterances

for emotion detection

History of Utterances matters. Affect can be better analysed from considering the different
number of utterances in a conversation which is proved by the experiments conducted in
this research. Majumder et al. (2019) states that DialogueRNN performs better in deriving
emotion from local context, as in from nearby utterances. However, in the dataset, about
20% of utterances depended on previous utterances that were around 40 turns away. This
supports the idea of using distance utterances for emotion recognition. This means the
hypothesis that using multiple utterances to predict emotions is true. However, to better
classify emotions, it is vital to have boundaries for considering the context. The models
performed best when the neighbouring utterances were context-rich. In a conversation, the
affect of a person relies on two things: 1) an external cause and 2) triggered by the
conversation. In both cases, context helps better understand the emotion. For example, a
person initiated a conversation saying "I wanna go out", this sentence does not depict any
emotion. However, if the next sentence is, "I am just tired, I need a break, cannot deal with
this anymore", this sentence represents sadness. Here, the person had an affect "sad"
before engaging in the conversation. The second use case is if the person says "I wanna go
out, I am excited" and the bot replies "no you cannot, sit at home", the person replies,
"but I need to go out." Here, the person turned sad by the reply of the bot. Hence an
emotion prediction model must consider both these use cases when predicting emotions.
DialogueRNN works well on such use case as it considers inter-speaker as well as
speaker-specific information in a multi-turn conversation.

8.5 Research answers

This section focusses on all the questions intended to be answered in this research (as
discussed in Chapter 1).

The main aim of this research was to understand, can and with what relative performance
do state-of-the-art emotion detection chatbots detect affect across more than one utterance
in contrasting conversations? Yes, emotion can be detected using more than one
utterance. All the three state-of-the-art models performed efficiently. However, the models
could be improved further.

1. What is the best approach for building an emotion recognition model for an empathetic
chatbot that considers multiple utterances from a conversation ?
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In this research, Bc-LSTM performed best for emotion prediction. However, Bc-LSTM does
not take into consider "speaker" specific information and inter-speaker influences. Hence for
an "Empathetic chatbot" DialogueRNN or TL-ERC seems a better fit.

2. Are there any other features that would help predict emotions better ?

Emotion is highly dependent on three features;speaker information, context of preceding
utterances and emotion related to the preceding utterances. During this research, user
personality was never explored. User personality can influence the emotion as well. A highly
sensitive person maybe more prone to triggers from within the conversation. However,
adding user personality information could mean the system needs to adaptive.

3. A.I. based models require dataset to train upon, what dataset would work best ?
IEMOCAP and DailyDialog, both gave promising results. However, IEMOCAP, gave much
better performance in all models compared to DailyDialog.

4. If "perfect" dataset is not found, Can an emotion prediction model be built using
Semi-supervised learning ?

Yes, TL-ERC is transfer learning based framework that uses semi-supervised learning to
train the model.

5. Which model worked best for emotion prediction on EmoContext dataset ? Transformer
based model worked best on emotion prediction on EmoContext, with a micro-average F1
score of 75.

8.6 Conclusion and Future works

This chapter briefly discussed the different findings found during the research. In experiment
one, Bc-LSTM performed best. Hence Bc-LSTM was chosen to compete against
Transformer based model in experiment two. Transformer based model outperforms
Bc-LSTM.

For training the three state-of-the-art models, IEMOCAP and DailyDialog datasets are used
however, neither dataset are considered as proper and hence there is a need for better
dataset.

In future, a combination of TL-ERC and DialogueRNN must be implemented to build an
adaptive system, that considers speaker information and trains the model based on new
data received during the conversation. When prediction emotion, User personality must also
be considered.
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9 Conclusion

This thesis demonstrates the significance of using utterance history for emotion prediction.
Two experiments were conducted. The first experiment compared three state-of-the-art
model, Bc-LSTM, DialogueRNN and TL-ERC using two benchmark conversational datasets,
IEMOCAP and DailyDialog. In this experiment, Bc-LSTM outperformed the other two
state-of-the-art models with a margin of 1%. IEMOCAP was also found to perform better
compared to DailyDialog in all the three models.

In the second experiment, Bc-LSTM and Transformer based model is chosen to perform
emotion classification on EmoContext dataset provided for SemEval2019 Task-3. Bc-LSTM
was the most common choice for this task however, in this research, Transformer by
Huggingface outperformed Bc-LSTM with a margin of 3% and with less training time.

For empathetic chatbots, the emotion prediction engine needs to be trained on a better
engine. The model must also consider user personality. The features of DialogueRNN and
the concept of TL-ERC, makes the fusion of DialogRNN and TL-ERC a promising model
for emotion prediction and unfolds a new path for further research.
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A1 Appendix

A1.1 Performance of Individual Models from Experiment

1

Figure A1.1: Performance of Bc-LSTM with DailyDialog
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Figure A1.2: Performance of Bc-LSTM with IEMOCAP

Figure A1.3: Performance of DialogueRNN with DailyDialog
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Figure A1.4: Performance of DialogueRNN with IEMOCAP
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Figure A1.5: Performance of TL-ERC with DailyDialog

69



Figure A1.6: Performance of TL-ERC with IEMOCAP
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A2 Appendix

A2.1 Performance graph of Train, Validation and Test

data of Transformer Model used for Emotion Pre-

diction for EmoContext dataset

Figure A2.1: Train Data

Figure A2.2: Validation Data
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Figure A2.3: Test Data
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A3 Appendix

A3.1 Link to Github

https://github.com/sakinavohracs/EmotionDetection
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