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Deep Learning based Generative Inpainting for VR

Tejas Munees Sivaramakrishnan, Master of Science in Computer Science

University of Dublin, Trinity College, 2020

Supervisor: Aljosa Smolic

The core objective of this study is to be able to successfully inpaint 360° images. The
need to inpaint 360° images comes due to high occurrences of stitching artefacts and
unwanted objects, while capturing the image. In this study, we begin by exploring
existing state of the art inpainting techniques. It is found that, existing state of the
art inpainting techniques focus on inpainting 2D images, and that, there are very few
studies that discuss inpainting 360° images. We study in-depth about generative ad-
versarial networks which is extensively used in inpainting tasks to produce novel image
content. We also explore different projections of spherical image to better understand
handling distortion. We propose a network that transforms a spherical image into
different projections and try to utilise existing state of the art techniques to perform
inpainting. Overall, the results from our model are at par or better than existing state
of the art models, with scope for better performance based on better techniques to
handle distortion. Therefore, we also propose future work that can potentially handle
distortions within the inpainting network.
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Chapter 1

Introduction

1.1 Overview

From gaming and movie industries to tourism industry and to healthcare industry, the

past decade has seen a tremendous growth in virtual reality (VR) utilisation. This trend

has not reached its peak and continues to pick up momentum every day. The growth is

attributed to one of VR’s key deliverable, immersion. This has also motivated hardware

manufacturers to produce more VR headsets and powerful graphics cards that enable

everyone to consume VR content seamlessly. While VR contents can be artificially

created, as it is in the case of gaming content, use-cases such as tourism and movies

use images and videos of actual locations. Such content is generally Omni-directional

images (ODIs) and videos respectively. In this research the focus is on ODIs.

Omni-directional images also known as 360° images are generally captured through

a panoramic shot or by stitching multiple images captured by multiple cameras. How-

ever, such methods of capturing are not without issues that could impact immersion

and privacy amongst others. Immersion is impacted when overlapping images are in-

correctly stitched while obtaining a spherical panorama, creating a visible seam. The

issue of privacy occurs when unwanted objects get included while capturing VR con-

tent and is often tackled in post-processing, like in Street View functionality of Google

Maps, where sensitive data like people’s faces or vehicle number plates are blurred.

There are also instances where the image data is missing due to camera’s limitation.

These defeat the purpose of VR by providing the consumers an unrealistic experience.
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Image inpainting is one of the common techniques used to correct errors such as

correcting damaged or missing parts of an image, and could be extended to issues

discussed earlier. Image inpainting has been a widely researched area and has been

around for a while. However, the most commonly researched topics in the field of

image inpainting has been about image restoration with respect to historical artefacts,

image denoising, or even image restoration of physical photographs with cracks formed

over time [12, 13]. Few of these studies have also researched deep learning methods to

perform the same with the advent of better computational technologies. Researchers

have been invested in novel ways of image inpainting even more so, ever since the

advent of Generative Adversarial Networks (GANs) by Ian J. Goodfellow et al., 2014

[14].

In this research, the focus is on using such generative networks to inpaint ODIs

successfully. We begin by studying generative adversarial networks, followed by dif-

ferent state of the art inpainting techniques. We also explore different 360° image

representations to handle distortions. We then try to leverage existing state of the art

techniques used for 2D image inpainting and implement it for inpainting 360° images

with suggested changes to the image representation to handle distortion and discuss

our findings along with future work and way forward.

1.2 Motivation

The motivation for this research is based on the increased VR consumption across var-

ious industries, including film, gaming, retail marketing, automotive, sports, amongst

others.

While extensive literature is available for various inpainting techniques including

those of generative methods, after a thorough literature review it was observed that

very few focus on ODI images, and instead are aimed towards inpainting for regular

2D images whose field of view is very less compared to that of ODIs. This allows for

a good opportunity to explore and record the findings for the same, whose solution

would benefit extensively for VR content.
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Chapter 2

Background and Related Work

2.1 Generative Adversarial Networks

Generative Adversarial Networks (GANs) are very powerful among the generative

model family that also includes models like Autoencoders. The very core of the GAN is

in performing latent space interpolation to produce the desired output. Here, the out-

put could be ranging from anything as simple as digits, to outputs that are as complex

as facial features or indoor and outdoor scene creation.

While GANs can be designed using both Convolutional Neural Networks (CNNs)

[15] and Recurrent Neural Networks (RNN) using Long Short-Term Memory (LSTM)

[16], for image generation task we would be looking at Convolution based GANs in this

research. There are various types of GANs, namely Deep-Convolutional GANs (DC-

GANs) which are the basic form of GANs involving CNNs, whose output is random

yet meaningful (desired latent space). To remove the randomness of the output, there

are Conditional GANs (CGANs) which allows control over the output of GANs. Then,

there are Wasserstein GANs (WGANs) which have a different loss function allowing it

to be more stable than GANs during training [1]. We also have Least-square GANs

(LSGANs) which aim at not only being stable, but also aims at producing high per-

ceptive quality during output. We also have Disentangled representation of GANs like

InfoGAN, and Cross-Domain GANs like CycleGAN. However in this study, we would

be focussing more on the implementations of WGANs and Improved WGANs both of

which have been proven to be more stable and effective at inpainting tasks [1, 6, 7].
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2.1.1 GANs

Generative Adversarial Networks was proposed by Ian J. Goodfellow et al., [14]. GANs

are broadly made up of two components, the generator and the discriminator. The

generator tries to produce new outputs trying to pass it as a sample taken up from

training data, where as the discriminator acts as a critic, trying to identify the fake

(generator’s output) from the real image taken from the training data. Both these

networks together make up the adversarial part, and corresponds to a minimax two-

player game [14]. The generator also takes noise input z, so as to represent the real

data distribution, making the samples not only realistic, but also diverse.

One of the analogy the author provides in his paper to the GANs is that of a scenario

between a police and counterfeiter[14], where the police tries to identify between real

and fake currency and the counterfeiter tries to pass their counterfeit money as real,

and as time progress the police gets better at finding the difference, and explains the

counterfeiter why it was found as fake, and the counterfeiter uses this feedback to do

better next time. Here the counterfeiter and police corresponds to the generator and

discriminator model respectively. As seen in Figure 2.1, while training discriminators,

the gradients are not passed on to generator, however, when the data generated by

generator is passed on posing as data from training sample to the discriminator, the

weights of discriminator are frozen and the updates are passed on to the generator for

updates.

Figure 2.1: Training the Discriminator in a GAN [1]

The network architecture of a discriminator is similar to a CNN based classifier

which comprises multiple sets of Convolution layer followed pooling layer and/or batch
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normalisation, flattened and connected to a fully connected neural network giving

outputs as fake or real. The network architecture of a generator, is similar to a decoder

network of the autoencoder. The generator takes noise vector as input and passes

it through a fully connected neural network whose outputs are reshaped and passed

through convolution layers with fractional strides, using which the final layer of an

activation function generates an image.

The discriminator expects to maximise Ex∼pdata(x) logD(x) for real samples and

maximise Ez∼pz(z) log(1 − D(G(z))) for fake samples, where D(x) and G(z) are the

outputs of discriminator and generator given input x and noise z respectively [1, 17].

The generator however, tries to fool the discriminator to predict its output as a sample

taken from training data and therefore tries to minimise Ez∼pz(z) log(1−D(G(z))) [17].

Combining these, we get the loss function to be [1],

min
G

max
D

L(D,G) = Ex∼pdata(x) logD(x) + Ex∼pg(x) log(1−D(x)). (2.1)

Equation 2.1 corresponds to binary cross-entropy loss.

At a certain point, the discriminator will no longer be able to identify the difference

between generator’s output and training data. This is a point where the probability of

the image coming from the generator’s distribution pg, and the probability of the image

coming from the training data distribution pdata are equal to 1
2
respectively. It is at

this point where pg equals pdata, we achieve global optimum as − log 4. On expanding

Jensen Shannon (JS) Divergence between pg and pdata [18, 19], we get,

L(D+, G) = 2DJS(pdata||pg)− log 4. (2.2)

At the global optimum of L(D+, G+), the divergence between two distributions

become zero. This explains that the loss function, basically tries to calculate the JS

Divergence between both distributions, pg and pdata.

2.1.2 Challenges with GANs

GANs are extremely difficult to train. Achieving Nash equilibrium, avoiding vanishing

gradient or mode collapse are just few of the major obstacles in training GANs [17].

Achieving Nash equilibrium is important to achieve the desired latent space to
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generate samples from. However, it is extremely challenging as both Generator and

Discriminator aims to minimise their cost functions independently in a non-cooperating

mini-max game [20]. This makes training highly unstable.

In Figure 2.2, we can see an analogous case of difficulty in achieving Nash equi-

librium on a non-cooperating game, with players x and y trying to minimise xy and

−xy independently with learning rate η after n iterations [19]. We see overtime, the

instability increases with cost function xy having high oscillations.

Figure 2.2: Cost Function of a two player non-cooperating minimax game

One of the other challenges is in handling vanishing gradient. This often occurs if

the discriminator becomes robust very quickly, even before generator learns to produce

any output closer to the distribution from the desired latent space. If the discriminator

learns too quick, then the loss function eventually decreases enough that the generator

does not receive any gradient [19]. On the contrary, if the discriminator is not capable

of learning enough, the generator receives inaccurate gradients for update, and the

output is not meaningful as they will not be from the desired latent space. The balance

between training speed of discriminator and generator therefore becomes a challenge.

One the most common obstacle faced during training GANs are mode collapse.

Mode collapse is a case when the generator always produces very similar output that

are not in the desired latent space. Mode collapse is still an open ended problem with

techniques to tackle it still being researched. A common reason of mode collapse is when

gradients become zero. There may exist certain combination in latent space, where the

generator is able to successfully fool discriminator without being able to achieve the

desired real-world distribution. This latent space, may be small enough without much
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diversity, forcing the generator to produce same undesired outputs repetitively, ending

up with mode collapse.

2.1.3 WGANs and Improved WGANs

Martin Arjovsky et al., [21] proposed an alternate to training of GAN known as

Wasserstein GAN (WGAN). They proposed Wasserstein Distance, also known as Earth

Mover’s Distance, as an alternate metric to JS divergence. As the name suggests, fun-

damentally they are analogous to the mass γ(x, y) required to be moved by distance d,

for the probability distribution pdata to match pg, where d is given by ||x− y|| [1]. Here

γ(x, y) is one of the possible joint distributions of all possible distributions Π(pdata, pg).

While there are different possible γ(x, y) that can help match the distribution pdata

and pg, we are interested in the one that is least cost. Thus the Wasserstein distance

is given by [21],

W (pdata, pg) = inf
γ∼Π(pdata,pg)

E(x,y)∼γ[||x− y||]. (2.3)

To understand why Wasserstein metric provide more stability while training, it is

useful to consider two non-overlapping distributions pg and pdata. The KL divergence

between such distributions, DKL(pg/data||pdata/g) is +∞. While the JS divergence is

a finite value, it is still a constant, allowing the GAN to have insufficient gradient to

match the distributions [1]. However, with Wasserstein distance, W (pdata, pg) gives a

smooth function [1, 21]. This is similar to the case when two distributions are parallel

lines as mentioned in [21]. The authors also propose Kantorovich-Rubinstein Dual of

equation 2.3 as given in Equation 2.4 [21], which transforms from finding the infimum

as in Equation 2.3 to supremum as in Equation 2.4, over all K-Lipschitz functions f ,

where K = 1. This is done to avoid the difficult task of exhausting all possible joint

distributions from Π(pdata, pg) [17].

W (pdata, pg) =
1

K
sup

||f ||L≤K

Ex∼pdata [f(x)]− Ex∼pg [f(x)]. (2.4)

|f(x1)− f(x2)| ≤ K|x1 − x2|. (2.5)

However, to enforce Lipschitz continuity during training as given in Equation 2.5,
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the authors proposed weight clipping with bounds (for example [−0.01, 0.01]). The

study [21] also suggests that, weight clipping allows for smaller space for w, allowing it

to be Lipschitz continuous. By finding fw, one of the family of K-Lipschitz continuous

function, we obtain equation 2.6 [1, 17, 21]. Therefore, equation 2.6 is the loss function

that the generator and discriminator aims to minimise and maximise respectively.

W (pdata, pg) = max
w∈W

Ex∼pdata [fw(x)]− Ez[fw(G(z))] (2.6)

However, WGAN still suffers from training instabilities due to vanishing gradients

and gradient convergence because of weight clipping. If weight clipping is too small,

the gradients back propagated are small leading to vanishing of gradients. If the weight

clipping is too large, there could be exploding gradients as well [22]. Ishaan Gulrajani

et al., [23] proposed an improved WGAN known as WGAN with gradient penalty

(WGAN-GP) that uses gradient penalty instead of weight clipping to achieve Lipschitz

continuity without WGAN’s training instabilities. Using 1-Lipschitz’s property, the

authors suggest a gradient penalty as in equation 2.7 [23].

λEx̂∼Px̂
(||∇x̂D(x̂)||2 − 1)2. (2.7)

In equation 2.7, x̂ is sampled along straight lines between points sampled from

distributions Pdata and Pg [24].

2.2 State of the Art Inpainting Techniques

2.2.1 Traditional Inpainting

Inpainting is an old technique of restoring physical copies of painting, pictures or

photos. Physical mode of inpainting using artists or a conservator-restorers is still

very common today in museums across the world, where old paintings deteriorate over

time. Before the advent of smart phone cameras, people who had physical copies of

photos faced similar issues. They also faced more wear and tear with usage. These

included scratches, colour deterioration, smudges amongst others. These were and still

are repaired using inpainting techniques as seen in Figure 2.3, where the left image

shows the damaged image with scratches, and the right image shows the inpainted
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output.

Figure 2.3: Image Inpainting of a women’s photograph [2]

With recent advancements in technology, software based inpainting techniques has

been extremely popular. Moreover, increased use of digital images and storage nowa-

days also bolsters the need for better software based inpainting techniques. Inpainting

techniques can be broadly classified as shown in Figure 2.4. Traditional techniques

have generally either been ‘diffusion based’ or ‘exemplar based’. Diffusion-based tech-

niques generally tend to establish a method of propagation like that of Bertalmio et

al., [25], where the propagation is done from outside to inside of the area that need to

be inpainted.

Figure 2.4: Classification of Inpainting Techniques
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In case of exemplar-based, the image inpainting is generally either done in a pixel

level or patch level [3]. These generally involve in determining a priority for every point

along the boundary, and a target pixel p or a small target patch centred at pixel p is

determined with highest priority. To inpaint this target pixel p, a source pixel q or a

small source patch centred at pixel q is determined [3, 26]. The target patch to be filled

is determined using a priority function, which prioritizes the pixel that is to inpainted,

assuming it has higher importance or information [3].

Figure 2.5: Generic exemplar-based inpainting [3]

This can be visualised in Figure 2.5, where Ω and δΩ signifies the missing region

and the boundary line of the missing region respectively. Ψp and Ψq indicate the pixel

centered at target patch and source patch respectively, where p ∈ Ω and q ∈ Φ, where

Φ includes all the known pixels and is given by the difference between the original

Image (I) and the missing region Ω. The figure also shows np and ∇I⊥p , which are the

vector orthogonal to δΩ and the isophote vector to pixel p respectively, these are used

in the calculation of the priority function P (p) [3].

However, one of the biggest drawbacks with these traditional inpainting techniques

is that they do not scale well. When the target area that needs to be inpainted gets too

large, the output generated by these techniques are generally incoherent or unrealistic.

One of the reasons for such a performance is that these methods sample data within

the image to fill the target region. This strips the model the ability to hallucinate

novel objects to inpaint target region. As the target region becomes larger, it becomes

necessary for the inpainting model to be able to inpaint using samples from a sample
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space that is similar to the distribution of the original image, rather than just using the

data from one image. This requirement combined with advancement in computational

and graphical processing capabilities, made deep learning based inpainting techniques

of much interest to researchers.

2.2.2 Deep Learning based Inpainting

Single Discriminator Encoder-Decoder Networks

As discussed in section 2.1, GANs have the ability to learn distribution through latent

space interpolation, making it an ideal solution for inpainting large missing regions of an

image. One of the early implementations of GANs for the purpose of inpainting include

“Context Encoders” by Deepak Pathak et al., [4]. Similar to the implementations of

autoencoders, the context encoder had two major components, the encoder and the

decoder.

Figure 2.6: Context Encoder Architecture with Joint Loss[4]

Autoencoders are widely known for their ability in dimensionality reduction. How-

ever, they do not learn any meaningful information like context or semantics. So the

authors [4] have modified their loss function so as to overcome this obstacle.
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Type Kernel/Size Stride (n) Filters Padding Output Shape
Input Image 227× 227× 3 - - - -
Convolution 11× 11 4 96 - 55× 55× 96
Maxpool 3× 3 2 - - 27× 27× 96

Convolution 5× 5 1 256 2 27× 27× 256
Maxpool 3× 3 2 - - 13× 13× 256

Convolution 3× 3 1 384 1 13× 13× 384
Convolution 3× 3 1 384 1 13× 13× 384
Convolution 3× 3 1 256 1 13× 13× 256
Maxpool 3× 3 2 - - 6× 6× 256

Table 2.1: AlexNet Architecture before fully connected layers

They device a joint loss that includes the L2 reconstruction loss as well as an

adversarial loss from GANs [14]. As seen in Figure 2.6, during training, the encoder

takes in the input image with the missing region, where the CNNs are used to generate

the latent space of the image. The decoder uses this to inpaint missing content [4].

The encoder also uses the architecture from Alexnet [27], where the image input

shape is 227 × 227 × 3. The complete structure used for encoder is as in Table 2.1.

However, the encoders are trained with random weights [4] and not the Alexnet’s

pretrained model which was trained using ImageNet [28] dataset. The output as seen

in Table 2.1 is 9216 units, which is a large size compared to any generic autoencoder.

As the aim is not dimensionality reduction, the size is allowed to be large. Both encoder

and decoder are connected through channel-wise fully connected layer [4]. Stride (n)

mentioned in Table 2.1 corresponds to a stride of (n × n). The decoder is made up

of five layers of transposed convolutions (also known as Convolution with fractional

strides [29]), with rectified linear units (ReLU) as the activation function [4, 30].

The goal of inpainting is not to replicate the ground truth, but to inpaint the

missing region that makes the image coherent and contextually meaningful [4]. This

means that often there are more than one way to inpaint. The authors accounted this

in loss function with two separate losses. The L2 reconstruction loss to handle the

general structure and coherence of the inpainted output. However, reconstruction loss

generally tends to average different potential outcomes in a distribution, also known

as modes [4]. This often results in a washed out and blurry output [4]. To overcome

this, the adversarial loss [14] is used in conjunction.
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The L2 reconstruction loss (Lrec) used in context encoder [4] is as given in equation

2.8.

Lrec(x) = ||m⊙ (x− C[(1−m)⊙ x])||22. (2.8)

Here, m denotes the binary mask, where the region to be inpainted have the value

1 and other regions (known pixels) have the value 0 [4]. Also, x denotes the ground

truth, and the function C(k) denotes the encoder’s output for input k. Moreover, ⊙

represents pixel-wise product.

The adversarial loss (Ladv) used in context encoder is a modified loss function of

equation 2.1. As discussed in section 2.1.2, training GANs can be unstable. This is

more prominent in the case, when the input image has a patch in between, making it

extremely easier for the discriminator to classify between real and generated outputs.

This would lead to fast training of discriminator and the generator will end up with less

gradients at an early stage, giving no meaningful outputs. To tackle this, the authors

[4] use the context, only with generator, and only the patches for discriminator. The

adversarial loss (Ladv) then is as given in equation 2.9 [4], where the function D(k)

denotes the decoder’s output for input k. The joint loss is given by equation 2.10,

where λrec = 0.999 and λadv = 0.001 [4].

Ladv = max
D

Ex∼pdata(x)[log(D(x)) + log(1−D(C((1−m)⊙ x)))]. (2.9)

L = λrecLrec + λadvLadv. (2.10)

The study also compares three different masking techniques while training. One

being a square patch, always in central region of the image, followed by random definite

blocks within the image and final one being random patches without definite shapes.

During all these, it was maintained such that the removed patches were up to 1
4
th of

the input image. It was found that the latter two methods significantly outperformed

the latter [4].
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Multi-Discriminator Completion Networks

One of the studies that builds upon the context encoder as discussed earlier is “Glob-

ally and Locally Consistent Image Completion” by Satoshi Iizuka et al., [5]. Similar

to context encoders [4], the Globally and Locally Consistent Image Completion (GLC)

network has two major components, a completion network and the auxiliary network.

The auxiliary network in GLC has two discriminators, the global discriminator and the

local discriminator. The completion network as seen figure 2.7, is made up convolu-

tional networks in an encoder-decoder structure. The global and local discriminators

check for image consistency for the whole image (globally) and just the inpainted patch

(locally) respectively [5].

Figure 2.7: GLC Architecture [5]

Unlike Context encoder [4], which could only work on 128×128 image, the authors

designed GLC to work with any random resolutions [5]. The completion network is as

given in Table 2.2 [5]. The input includes a 3 channel image with the binary mask m,

where the region to be inpainted have the value 1 and other regions (known pixels)

have the value 0. The completion network outputs an entire image, unlike context

encoder [4], where the output by the decoder was only the patch that needed to be

inpainted. Using the mask m, only the region to be inpainted is extracted and used

with the input image.

The authors also use dilated convolution [31], with dilation factor η as given in

Table 2.2, so as to increase the receptive field of the convolution layer without any

strain on computational resources.
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Type Kernel Dilation (η) Stride (n) Output
Convolution 5× 5 - 1 64

Convolution 3× 3 - 2 128
Convolution 3× 3 - 1 128

Convolution 3× 3 - 2 256
Convolution 3× 3 - 1 256
Convolution 3× 3 - 1 256
Convolution 3× 3 2 1 256
Convolution 3× 3 4 1 256
Convolution 3× 3 8 1 256
Convolution 3× 3 16 1 256
Convolution 3× 3 - 1 256
Convolution 3× 3 - 1 256

Up-convolution 4× 4 - 1
2

128
Convolution 3× 3 - 1 128

Up-convolution 4× 4 - 1
2

64
Convolution 3× 3 - 1 32

Output 3× 3 - 1 3

Table 2.2: Completion Network of GLC Network

In Table 2.2, where there is no dilation factor given, η = 1. When η = 1, the dilated

convolution operation is the same as normal convolution. Stride (n) mentioned in Table

2.2 corresponds to a stride of (n × n). The global and local discriminators updates

first before the completion network during training. They have six and five convolution

layers respectively, where each layer is a (5× 5) and (2× 2) strided convolution. Both

provide a 1024 units concatenating to a fully connected layer with a total of 2048 units.

To give priority to the stability of the GAN, similar to context encoder [4] in equa-

tion 2.8, the GLC network [5] also use weighted mean squared error loss in conjunction

with the adversarial loss [14]. While the former focuses on stability, the latter tries to

improve the coherence and quality of output. The MSE loss function LMSE, is as given

in equation 2.11 [5].

LMSE = ||mi ⊙ (C(x,mi)− x)||2, (2.11)

where C(x,mi) represents the output of the completion network, for input image

with patch x, and input mask mi.
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For the adversarial loss, the GLC does include the context to the global discrimina-

tor unlike the context encoder, as seen in equation 2.9. The adversarial optimization

is as given in equation 2.12 [5].

min
C

max
D

E[logD(x,mr) + log(1−D(C(x,mi),mi))], (2.12)

where D(x,mr) represents the output of the combined discriminators, for input

image with patch x, and random mask mi. The final optimization combining the MSE

loss and adversarial optimization then becomes [5],

min
C

max
D

E[LMSE + α logD(x,mr) + α log(1−D(C(x,mi),mi))], (2.13)

where the hyper-parameter α = 0.004. To overcome instability issues that occur in

achieving the nash equilibrium, the authors implement a three stage learning process,

where initially the completion network is trained with loss from equation 2.11 for

TC iterations followed by, discriminators with optimization from equation 2.12 for TD

iterations [5]. At the end, both are trained together. The input image is resized to

256×256 resolution for training. Also, the patches and masks are randomly generated,

where the height and width of the patch range from [96, 128] pixels, while training.

To improve coherency and output quality, the GLC also implements a post processing

technique to the final output of the completion network, using ‘fast marching method’

along with ‘Poisson image blending’ [5].

Like most of the inpainting state of the art, the GLC was trained on places2 dataset

[32] for scene completion with around 8,097,967 training images [5] out of 10,624,928

available from the dataset. GLC also uses CelebFaces Attributes (CelebA) [32] and

CMP Facade [33] datasets, for face and facade training. It uses 200, 000 and 550 out

of 202, 599 and 606 available images from the datasets respectively. The latter two

datasets, are used by resuming training on a completion network earlier trained on

places2 dataset, with TC = 90, 000, TD = 10, 000 and Ttotal = 500, 000 iterations [5].

One of the limitations of this study was in training time. According to the authors,

“The entire training procedure takes roughly 2 months on a single machine

equipped with four K80 GPUs.” [5].
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Contextual Attention based Networks

One of the studies that uses the Globally and Locally Consistent Image Completion

network as a baseline and significantly improves on training time is “Generative Image

Inpainting with Contextual Attention” by Jiahui Yu et al,. [6]. Along with GANs, the

network also includes contextual attention to use features from distant location [6].

The network is designed as two stages, a course network and a refinement network

[6]. Similar to earlier studies, the contextual attention based model also involves two

losses, a modified version of reconstruction loss known as ‘spatially discounted recon-

struction loss’ along with adversarial loss using global and local discriminators as in

the GLC network [5, 6]. The network architecture is as seen in Figure 2.8. The course

network is given inputs similar to that in the GLC architecture [5], an input image

with its binary mask (m), trained with just the reconstruction loss to produce a course

output [6]. This output is then fed into the refinement network which uses both the

reconstruction loss along with adversarial loss. Both the stages use dilated convolution

[31] to increase the receptive field without significant impact on computational resource

requirements [6].

Figure 2.8: Generative Inpainting Network Architecture [6]

Moreover, unlike context encoders [4] or the GLC [5] which use deep-convolutional

GANs (DCGANs), this Contextual Attention based network uses Wasserstein GAN

with Gradient Penalty (WGAN-GP). As discussed in section 2.1.3, WGAN-GP is more

stable and robust in reaching the required latent space distribution than DCGAN. Since

the network only needs gradients for the region that needs to be inpainted, the authors

modify the gradient penalty from equation 2.7, as in equation 2.14 [6].
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λEx̂∼Px̂
(||∇x̂D(x̂)⊙ (1−m)||2 − 1)2. (2.14)

The spatially reconstructed loss (l1) is calculated for each pixel is as given in equa-

tion 2.15. A weighted sum of these losses are calculated.

l1 = γl (2.15)

Here, l is the distance between the unknown pixel (pu ∈ Ir) in the region that needs

to be inpainted (Ir) and the nearest known pixel (pk). Also, γ is a constant whose

value is 0.99. The notion behind such as loss function is that, in the region (Ir), the

unknown pixels (pu) near the boundary are closer to pixels with known values (pk).

Therefore, these unknown pixels (pu), would be more similar in distribution to that

of its nearby pixels with known values (pk). This makes equation 2.15 to produce a

higher loss to drive pu and pk to be similar. However, any unknown pixel (pu) in a

region that is closer to the centre of the region (Ir), need not necessarily be the same

as its nearest known pixel (pk). If the region (Ir) is large enough, a novel hallucinated

object may make the inpainting more coherent and meaningful, than being similar to

its nearest known pixel. In this case, equation 2.15 produces a lower loss.

The authors also suggest that the use of spatially discounted reconstruction loss

with WGAN has significantly improved the training speed to a week [6] instead of the

two months as mentioned in [5].

Figure 2.9: Refinement Network [6]
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The refinement network is made up of two parallel encoders as seen in Figure 2.9.

The layer at the top is contextual attention layer and the layer below is the dilated

convolution layer [6]. The contextual attention layer helps learning the background

feature (or known pixels) that may be required to inpaint the region Ir [6].

The attention map colour coding is just a visualisation tool used by the authors, that

follow an optical flow colour coding model [34]. The colour of attention visualisation

represent the localisation of the attention of the pixel corresponding to the location

of that colour in the attention map color coding [6]. Moreover while the contextual

attention layer focuses on background features, the parallel dilated convolution layer

is used to hallucinate novel objects [6]. The output from both these parallel encoders

are concatenated and given as input to the decoder.

Figure 2.10: Contextual Attention Layer [6]

Figure 2.10 shows the contextual attention layer. The authors follow a ‘match and

attend’ [6] approach. To match unknown pixels pu, (foreground) to pixels in known

pixels (background), the authors propose [6] to reshape the background patches into

3× 3 convolutional filters {bx′
,y

′} and use cosine similarity with the foreground patch

{fx,y}, as in equation 2.16 [6].

cx,y,x′
,y

′ = [
fx,y

||fx,y||
,
bx′ ,y′

||bx′
,y

′ ||
], (2.16)

where cx,y,x′
,y

′ is the cosine similarity between the foreground and background patch

centred in (x, y) and (x
′

, y
′

) respectively [6].
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We then get the attention score c̃x,y,x′ ,y′ after applying softmax function, as seen in

equation 2.17 [6].

c̃x,y,x′ ,y′ = sfx′ ,y′ (λcx,y,x′ ,y′ ), (2.17)

where the function sf(k) is softmax function for input k and λ is a constant.

Once the attention scores are obtained, the same convolutional filters, {bx′ ,y′} are

used in inpainting by up-convolution. As an attempt to improve coherency, the authors

also propose ‘attention propagation’ implementation [6]. It involves in propagation of

attention scores as seen in equations 2.18 and 2.19 for left-right and top-down propa-

gation respectively [6], implemented in that order.

ĉx,y,x′ ,y′ =
∑

i∈{−k,...,k}

c̃x+i,y,x′+i,y′ . (2.18)

ĉx,y,x′ ,y′ =
∑

j∈{−k,...,k}

c̃x,y+j,x′ ,y′+j. (2.19)

Here, k represents the kernel size. The model was trained on 256× 256 image with

largest hole size as 128× 128, which is 1
4
th of the image, on the datasets CelebA, DTD

textures and ImageNet [28, 35, 36].

The network architectures are as given in Appendix A.1.

High Resolution Image inpainting

Recently, image consumption across industries involve very high-resolution content.

However, the earlier discussed methods do not scale well, as they would require very

high computing power therefore high cost associated with it. A recent study that

focuses on high-resolution image inpainting is “Contextual Residual Aggregation for

Ultra High-Resolution Image Inpainting” by Zili Yi et al,. [7]. The authors state that

the model would be able to inpaint image with resolution as high as 7680× 4320 (8K)

[7]. To tackle quality issues with large holes and to make the training feasible the

authors propose contextual residual aggregation (CRA) mechanism [7]. The network

architecture is as given in Figure 2.11.
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As seen in seen in Figure 2.11, the network down-samples the input image to a

lower resolution before feeding it to the generator. Later, this lower resolution image

is up-sampled to the original input size and then compared to the original image to

obtain contextual residual (high frequency components) for the region with known

pixels [7]. The inpainted output of the generator is of the lower resolution, which is

also up-sampled to the resolution of the original image. The attention scores are then

used to obtain high frequency components for the region that need to be inpainted.

The high frequency components are then added to the inpainted output to obtain a

high-resolution image. Similar to [6], this study also proposes a two stage network,

course and refinement network for the generator.

Figure 2.11: High Resolution Inpainting Architecture [7]

To account for irregular hole-filling, the authors propose the use of modified gated

convolution known as Light weight gated convolution (LWGC), given by equation 2.20

[7],

O = σ(conv(Wg, I))⊙ ψ(conv(Wf , I)), (2.20)
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where σ and ψ are given by sigmoid and ELU activations respectively, Wg and Wf

are given by convolutional filters used for gates and features calculations respectively.

For the generator, the down-sampled (512× 512) input image is further down-sampled

to (256× 256) to make the course network lighter. Both the stages use dilated convo-

lution along with modified gated convolutions as discussed above [7].

This model also calculates attention scores similar to [6] as in equation 2.16 and

equation 2.17. However, in addition to the attention scores, the authors also include

an attention transfer module (ATM) [7].

To better understand attention transfer module, let us assume the region to be

inpainted as reinp and region outside reinp as reout. As seen in equation 2.21, the jth

patch to be filled in reinp, (p
l
j) is given by ith patch (pli) taken from reout from its

corresponding layer l weighted by attention score c̃i,j [7].

plj =
N∑

i=1

c̃i,jp
l
i, (2.21)

where l ∈ {1, 2, 3} and N is the number patches in reout of size (3×3) [7]. This can

also be seen in Figure 2.11 in the generator’s architecture. Since the attention scores

are obtained from 32× 32 patches from reout and p
l
i is coming from different levels, the

size of the patch pli, must vary accordingly for complete coverage [7]. For l = 1, 2, 3,

the size of the patch pli must be greater than or equal to (8 × 8), (4 × 4) or (2 × 2)

respectively.

The process of obtaining high frequency components for reinp is similar to obtaining

contextual image data from equation 2.21. It is given by equation 2.22.

Rj =
N∑

i=1

c̃i,jRi, (2.22)

where Ri is the ith patch in reout from Contextual Residual image obtained by

subtracting input image with down and up-sampled image as seen in Figure 2.11, and

Rj is the j
th patch filled in reinp.

Similar to [6], the study also uses WGAN-GP adversarial loss along with reconstruc-

tion loss. The model’s adversarial loss objective that the generator and discriminator

aim to minimise and maximise respectively is the same as equation 2.6, the gradient
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penalty is given by equation 2.7.

The L1 reconstruction loss is lighter than the loss used in [6]. It is given by equation

2.23 [7].

Lrec = α1Lin−hole + α2Lcontext, (2.23)

where α1 = 1, α2 = 1.2 are coefficients and Lin−hole and Lcontext are given by equation

2.24 and 2.25 respectively [7].

Lin−hole = |G(x,m)| ⊙m, (2.24)

Lcontext = |G(x,m)| ⊙ (1−m), (2.25)

where G(x,m) denotes the generator’s output for input image x and mask m. The

combined loss is given by equation 2.26 where λ = 10−4 is the coefficient for adversarial

loss (Ladv) [7].

L = Lrec + λLadv (2.26)

The study also diversified masking techniques by both simulating random masks,

scratches amongst others [7]. The training was done on datasets like Places2 [32],

CelebA-HQ [37] and DIV2K [38, 39].

2.3 Omnidirectional Image Representation

There are various representations of 360° images (also known as omni-directional image

(ODI) or spherical panoramas). It is vital to understand different representations of

360° images so as to take factors like distortion into account. All of the earlier studies

discussed for inpainting were designed to work on traditional 2D image. This often

means that the networks are optimized for the same. Therefore, to implement similar

methodologies for 360° images, we need to either change the network so as to work

with 360° images or work with different representations to be able to extend existing

techniques as a solution to our inpainting problem for 360° images.
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A camera’s field of view denotes the angle upto which the camera is able to capture

the image in both vertical and horizontal directions. On a typical smartphone camera1,

the images are taken with a field of view (also known as angle of view) of around 60°

horizontal [41]. In comparison, omni-directional images have a field of view of 360°

horizontal. Having a spherical field of view like that of 360°×180° and projecting them

onto a 2D plane would have loss of information in the form of distortions. Some of the

frequently used projections of 360° image or maps thereof include [8, 10, 42, 43],

• Equirectangular Projection

• Cubemap Projection

• Mercator Projection

• Lambert Projection

Other less frequently used projections include Truncated Square Pyramid Projec-

tion (TSP), Craster Parabolic Projection (CPP) [42]. Maps are similar to 360° images

in the sense that a spherical earth map (3D-plane) is projected onto a 2D map, involv-

ing similar distortions challenges. Since issues with creation of map are not new, map

projections serve useful to understand spherical distortions. General map projections

can be classified into [11, 10],

1. Equal Area Projections

2. Conformal Projections

3. Equidistant Projections

Each of these projections aim to preserve a quality. Equal area projections like

that of Lambert Equal Area Projection, preserve the relative area on the map [10].

Conformal Projections like that of Mercator Projection maintain the relative shape

in the map [10]. Equidistant projections like that of Equirectangular projection, as

the name suggests, preserve relative distance in the map with respect to locations on

3D plane. In this study, we shall see Equirectangular, Cube Map and Tangent Image

representations more closely.

1iPhone 6 [40] taken for reference.
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The study, also suggests the category of conventional projections, which are appli-

cation based designs and do not come under either of the above categories. Examples

include gnomonic and miller projections amongst others [8]. Cube map and tangent

images are an example of conventional projection as they are obtained via gnomonic

projection [10].

2.3.1 Tissot’s Indicatrix

Introduced in 1930 [44] by Nicolas Auguste Tissot, Tissot’s Indicatrix is used to visu-

alise the spherical distortion. The indicatrix overlays ellipses at different locations of

the map. The shape and area of the ellipse changes with respect to the level of distor-

tion and is generally compared with an ellipse (generally a circle) from a non-distorted

location (generally the centre) of the map. Figures 2.12 and 2.13 represent the tissot’s

indicatrix overlay on Mercator and Lambert equal-area projections respectively.

In Figure 2.12, which is a conformal projection, we can see how all the ellipses are

circles, signifying preservation of relative shape, however, we see that the area of ellipses

are different meaning this projection does not preserve area. However, in Figure 2.13,

we see the opposite. Being an equal-area projection, we see while the shapes of ellipses

are different, the area of all ellipses are equal.

Figure 2.12: Tissot’s Indicatrix on Mercator Projection Map [8]
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Figure 2.13: Tissot’s Indicatrix on Lambert-equal area Projection Map [8]

2.3.2 Equirectangular Image

Equirectangular projections are one of the most commonly used projection in 360°

computer vision problems. The rectangular image is obtained via cylindrical projection,

where a open-ended cylinder enclosing the sphere is unfolded into rectangle after the

projection, as seen in Figure 2.14.

Figure 2.14: Equirectangular Projection [9]

2.3.3 Cube Map Representation

Cube map representations are obtained through rectilinear projection, where each face

of the cube is a projection made by a plane tangential to the respective position of

the sphere as seen in Figure 2.15. This way we end up with six tangential projections

corresponding to six faces of the cube. Each cube face can be categorised as front,

back, up, down, left and right. While the distortion is relatively less within each face

of the cube, one of the drawbacks is when trying to use the projection completely for

26



image processing or computer vision problems. Especially, when trying to conform it a

rectangular 2D image, we end up with lot of empty space as seen in Figure 2.16, which

most of the time prove detrimental to the task at hand.

Figure 2.15: Cube-Map Projection [9]

Figure 2.16: Cube-Map Projection visualised in rectangular image

2.3.4 Tangent Images

One of the studies that emphasised on the application of computer vision techniques

that are used in regular 2D images to 360° images with minimal changes required in the

techniques, was done by Marc Eder et al., [11]. This study proposed a new projection

technique known as ‘Tangent Images’, that involved minimal distortion while allowing

the retention of existing computer vision techniques without much modifications.

The projection of the spherical image is done on a twenty face polyhedron known

as icosahedron [11]. Icosahedron is a polyhedron with the most number of faces, with

each of its face having equal area and equal number of faces at every vertex. As seen
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in Figure 2.17, each face can further be divided into four equal faces. This when done

infinitely, we get a sphere. The equation for the number of faces is as given in 2.27

[10].

F = 20× (4k), (2.27)

where F denotes the number faces and k denotes the number of division on a face

[11].

Figure 2.17: Face division in Icosahedron [10]

According to the authors, tangent images are defined as,

“Tangent images are the gnomonic projection of the spherical data onto

oriented, square planes centered at each face” [11].

Figure 2.18: Tangent Image Projection [11]
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As seen in Figure 2.18, each of the face has an image which is tangential to that

icosahedral face [10]. The dimension d, of such overlapping tangential images are given

by equation 2.28 [11].

d = 2s−b, (2.28)

where s denotes the level of icosahedron. For example, taking a 256× 512 spherical

image which is approximately equal to a level 7 icosahedron (327,680 faces) (s = 7),

when taken without any further subdivision (b = 0), yields 20 tangent images of the

resolution 128×128. However, in the same case if subdivisions were set to one, (b = 1),

it will yield us 80 tangent images of the resolution 64× 64.
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Chapter 3

Inpainting for Omnidirectional

Images

3.1 Overview

Our initial approach to inpaint 360° images was to utilise existing networks and solve

distortion issues outside the network. Therefore, as discussed in section 2.3, we used

projections like cube-map, tangent and equirectangular to record performance on ex-

isting state of the arts. We have used ‘Generative Image Inpainting with Contextual

Attention’ by Jiahui Yu et al., as discussed in section 2.2.2 as our baseline [6]. Our

modified network architecture is as shown in Figure 3.1. The basic structure of the two-

stage GAN network follows that of our baseline model [6], therefore the loss function

follows that of equation 2.6 for GAN losses and equation 2.14 for gradient penalty.

3.2 Training Environment

The training for different models generated were performed on cloud with Google Colab

Pro [45]. Google Colab is a free jupyter notebook based environment on frontend and

linux on the backend. It is a product of Google to encourage Machine Learning projects

and research on its platform. However, being free, there are lot of constraints on the

product, such as ‘idle timeouts’ of the notebooks, ‘12 hours run-time limit’, with GPUs

of Nvidia K80 and lower RAM. Due to the requirements of our study, we went for the
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paid version, Google Colab Pro, which gave access to higher number of concurrent

sessions, with run-time limits increased to 24 hours, GPUs upto Nvidia Tesla P100

and higher RAM instances.

Our project used instances with Tesla P100 which has 16GB of HBM2 VRAM and

compute capability of 6.0, 24GB RAM, and Intel Xeon 2.3GHz processor. However, it

is to be noted that Google allocates instances shared between various users, this meant

that our instances, for example, were allocated with less than 24GB RAM most of the

time.

3.3 Training Details

Figure 3.1: Proposed Architecture

The network generates a random patch and its respective mask during training using

the input image (Raw as seen in Figure 3.1). The network architecture is as given in

Appendix A.1. For equirectangular projection, we had trained three different models

using the same architecture as in Figure 3.1 to conduct various experiments as listed

below.
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1. Data Augmentation with just Lateral Shifting (S1 )

2. Data Augmentation with Rotation and Flipping (S2 )

3. Patch Resolution Comparison

For S1 and S2 the training images were of the resolution 384 × 192 with random

patches of the size 50 × 50. The image resolution was selected based on hardware

capabilities. For patch resolution comparison, the model was trained on 384 × 192

images with random patches of the size 32 × 32. Due to the limitations in hardware

mentioned in section 3.2, specifically due to run-time limits, we had limited each our

training run to a maximum iterations of 50,000 with each epoch having 400 iterations

amounting to 125 epochs. After each such run, the model was saved and the instance

was reset to continue training. The training was totally done for 1000 epochs for S1,

and 250 epochs for S2 and patch resolution comparison with ADAM optimizer, where

β1 = 0.5, β2 = 0.9 and learning rate as 10−4, with weights restored from the baseline

model [6]. For all training instances, the batch size was kept to 6. λ = 10 for the

gradient penalty in WGAN loss. The αL1 = 1.2 and αWGAN = 5 × 10−4 for L1 and

WGAN losses respectively. αGlobalWGAN = 1, for WGAN loss, making both Global and

local WGAN losses weighted equally.

3.4 Dataset

In this study, we use the SUN360 [46] dataset, for training. We used 3003 images

from the dataset, each with a resolution of 1920 × 960. Out of these 3003 images we

removed 12 images for final testing, giving us 2991 images to work with. An additional

34 images were taken from “HDRI Haven” collection, a CC0 image set for testing [47].

For data augmentation with just lateral shifting (S1 ), we augmented 5 images

(inclusive of the input image) from one input image. Out of 960 pixels wide, we shifted

the last set of 192 pixels (1
5
×960), a part of image of size, 1920×192, and is appended

in front of the beginning of the image as shown in Figure 3.2. This expands the dataset

from 2991 to 14,995 images. These 14,995 images were split into 12,715 (≈ 84.7%) and

2,240 (≈ 15.3%) images for training and validation set respectively. Both experiments

S1 and Patch Resolution Comparison use this dataset for training.
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Figure 3.2: Lateral Shifting- Data Augmentation
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For data augmentation with rotation and flipping (S2 ), we augmented 4 images

(inclusive of the input image) from one input image. Each input image was flipped

(mirror image) and rotated (180°). Then the rotated image was also flipped. This gives

all possible orientation of the image. This is visualised in Figure 3.3. This expands

the dataset from 2991 to 11,964 images, for S2 experiment. These 11,964 images were

split into 10,112 (≈ 84.5%) and 1,852 (≈ 15.5%) images for training and validation set

respectively. For both augmentation methods, the images are downsized according to

the experiments as mentioned in section 3.3.

Figure 3.3: Rotation and Flipping- Data Augmentation
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Extending experiment S1, we used our test set images and created three versions

of it, all with same patch size 50 × 50. The three versions varied in image resolution

as categorised as large, medium and small, being 768× 384, 576× 288 and 384× 192.

This was done to see the effects of change in available image content for the network

to inpaint from.

For the test set images we create patches at random location of various sizes ac-

cording to the experiment as mentioned before. The input image with patch and their

respective mask that indicates the region that needs to be inpainted in white, are as

shown in Figure 3.4.

Figure 3.4: Input Image with Patch and Mask

3.5 Evaluation

3.5.1 Cube-Map and Tangent Images

We do several experiments to evaluate the performance of our model against other

state of the art models, and evaluate the performance of different image projection

techniques. For cubemap projection we did two experiments, one where the cube map

image is taken as a whole rectangular image with the extra unwanted region (Ru) (as

mentioned in section 2.3.3) filled in as black. This is seen in Figure 3.5 where the

input image with patch and its mask from Figure 3.4 are converted into the cube map

equivalent (Yellow Border with text just shown for clarity). We expected this model to

perform poorly, due to Ru filled with black colour making the model inpaint patches

near the boundary with black as well. The result shown in Figure 3.6 is the inpainted

output, where red and green ellipses mark the respective patch splits in different faces.

We are able to see that the output is incoherent.
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Figure 3.5: Cube Map input and mask conversion from Equirectangular projection

Figure 3.6: Cube Map inpainted image
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For the second experiment for cubemap, we split both the input image with patch

and their masks into their respective faces of its cube map representation, and fed

the network each of the face set (image face + mask face) separately to inpaint them

and convert them back into equirectangular projection after all the faces are inpainted

independently. This is shown in Figure 3.8 for input image as shown in Figure 3.7.

For this we took input images of the resolution 960× 480, 0.25 times of the size of the

original input. We took higher resolution in this case, as each face is split into smaller

resolution of 240× 240. For both the cube-map tests we used the baseline model [6] to

inpaint the patches.

Figure 3.7: Equirectangular Input Images

We can see that the difference between ground truth and the inpainted output after

stitching back together are completely different and the output is incoherent as well.

On observing the masks, we find that there are only two faces with the entire region

that needs to be inpainted. This means that the generator of our network has to in-

paint such a large area using very less information (only one face). We hypothesise

this as the reason for the model, failing to inpaint. Moreover, even after assuming that

the patch (unknown pixels) gets divided equally between all faces or that the patch is

very small, the model gets to see only one face at a time. This means that the con-

textual information from other faces is not available for the generator to inpaint from.

Based on the training methods, this method would always produce less meaningful

inpainted outputs in comparison to a scenario in which the generator has the whole

image available to gather features and information from. Our hypothesis is bolstered

by the results of tangent images and equirectangular images, as discussed later in this

section. Further results of cube-map projection using the above technique is presented

in Appendix A.2.1.
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Figure 3.8: Cubemap- Faces as input to network and stitched back to equirectangular

image and compared with ground truth

1BL- Baseline Model- [6]
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In case of testing the tangent images, based on cube-map’s output we tested it

against 20 subdivision, i.e. k = 0 where k is the level, from equation 2.27, instead of

k = 1 with 80 subdivision. The latter would have created 80 subdivided tangent images,

meaning the generators had way less information while inpainting if that tangent image

had a patch. We have shown few tangent image and masks for k = 1 in Appendix

A.2.2 to understand how less information would have been available to the generator to

inpaint from. Our input image was approximately level 10 icosahedron based on pixel-

face analogy i.e. s = 0 and b = 0, giving us tangent images of resolution 1024× 1024.

Below in Figure 3.9, we show some of the tangent images and their masks from the total

20, where there exist region that needed to be inpainted for input image as in Figure

3.7. The results does correlate with our hypothesis and are poorer than cube-map’s

output in terms of coherence.

Figure 3.9: Tangent Images- Ground Truth and Inpainted Output Comparison

1BL- Baseline Model- [6]
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As mentioned in section 3.3, our tests for equirectangular are of three categories,

S1, S2 and Patch Resolution Comparison. For these experiments we also use PSNR

and SSIM, for quantitative metrics.

3.5.2 PSNR

Peak Signal to Noise Ratio (PSNR) is an indicator that is measured in decibels, mea-

sures the quality of reconstructed image to that of the original image. As the name

suggests, PSNR is calculated by the ratio between the maximum possible power of the

signal to that of peak noise that affects the quality of the signal. PSNR is directly

proportional to the quality of reconstruction and therefore indirectly proportional to

the error. It is given by Equation 3.1,

PSNR = 10 log10
PMAX

MSE
, (3.1)

where PMAX denotes the maximum possible power of the signal, in our case, the

image, where PMAX denotes the highest value an 8-bit image can have, that is 255.

Also, MSE denotes the peak noise and is given by equation 3.2, where M denotes all

the pixels in the concerned patch P, and PGT and PMG corresponds to the ground truth

patch and model generated patch respectively.

MSE =
1

M

M∑

k

(P k
GT − P k

MG)
2. (3.2)

3.5.3 SSIM

Proposed by Zhou Wang et al.[48], Structural Similarity Index (SSIM) as the name

suggests, measures the similarity in the structure between the images. Similar to

PSNR, SSIM is directly proportional to the quality of the reconstruction and indirectly

proportional to the error. It takes the effects of luminance (l), contrast (c) and structure

(s) into account, and therefore SSIM is generally considered to calculate from the

human’s perceived quality [49] . It is given by equation 3.3 [48, 49].

SSIM(PGT , PMG) = [l(PGT , PMG)]
α · [c(PGT , PMG)]

β · [s(PGT , PMG)]
γ. (3.3)
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Here, the luminance (l), contrast (c) and structure (s) are given by equations 3.4,

3.5 and 3.6.

l(PGT , PMG) =
2µPGT

µPMG
+ C1

µ2
PGT

+ µ2
PMG

+ C1

. (3.4)

c(PGT , PMG) =
2σPGT

σPMG
+ C2

σ2
PGT

+ σ2
PMG

+ C2

. (3.5)

s(PGT , PMG) =
σPGTPMG

+ C3

σPGT
σPMG

+ C3

. (3.6)

Here, µPGT
and µPMG

are local means and σPGT
and σPMG

are local standard devi-

ations for patches PGT and PMG. Similarly, σPGTPMG
denotes the co-variance between

patches PGT and PMG. The constants C1 and C2 are given by (K1L)
2 and (K2L)

2,

where the authors chose K1 = 0.01 and K2 = 0.03 [48, 49]. Here, L is similar to PMAX

in equation 3.1, denoting the highest value an 8-bit image can have, that is 255.

Generally, α,β, and γ equal to 1, and C3 = C2/2 [48], this simplifies equation 3.3

as equation 3.7

SSIM(PGT , PMG) =
(2µPGT

µPMG
+ C1)(2σPGTPMG

+ C2)

(µ2
PGT

+ µ2
PMG

+ C1)(σ2
PGT

+ σ2
PMG

+ C2)
(3.7)

Both PSNR and SSIM are not the right metrics for our study here, as our task to

inpaint comes under no-reference metric. The goal of inpainting to remove unwanted

objects or other artefacts, inherently makes the generated image/patch (PMG) differ-

ent from original image/patch (PGT ), therefore making both PSNR and SSIM a poor

metric. Despite being aware, state of the art inpainting techniques and model continue

to report PSNR and SSIM score as a quantitative metric for their study. Therefore we

would report the scores in our study as well.

3.5.4 Equirectangular Images

In Figure 3.10 and 3.11, we see the inpainted outputs for our models S1 and S2,

compared with other state of the art models and ground truth. More results of entire

images of the inpainted output from our models are in Appendix A.2.3.
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Figure 3.10: Inpainting Comparison 1- Patch: (50× 50), Input: (384× 192)

1BL- Baseline Model- [6]
2HF- HiFill Model- [7]
3GLC- Globally and Locally Consistent Model- [5]
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Figure 3.11: Inpainting Comparison 2- Patch: (50× 50), Input: (384× 192)

1BL- Baseline Model- [6]
2HF- HiFill Model- [7]
3GLC- Globally and Locally Consistent Model- [5]
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We can see that our models performed similar or better than existing state of the art

models. Also, due to higher availability of contextual information unlike cube-map and

tangent images, the results are better. This is also reflected in the quantitative metrics

as seen in Table 3.1. Table 3.1 shows the PSNR and SSIM values for equirectangular

image inpainting by our models compared with other state of the art models. The table

shows average values over 25 images, where the input image is of the size 384 × 192

with a patch of the size 50× 50.

Model PSNR SSIM

Baseline [6] 23.803 0.572

HiFill [7] 23.417 0.556

GLC [5] 21.676 0.533

Ours (S2 ) 24.815 0.616

Ours (S1 ) 24.961 0.619

Table 3.1: Quantitative Comparisons- Patch: (50× 50), Input: (384× 192)

However, we also wanted to understand how the quality of inpainting changed with

the size of the image, keeping patch of the image constant (50×50). For this, we chose

three size Large (768× 384), Medium (576× 288) and Small (384× 192), as mentioned

in section 3.4. We can visualise the differences in PSNR and SSIM in Figures 3.12 and

3.13 respectively.

Figure 3.12: PSNR Comparison- Large vs Medium vs Small on 50× 50 patch.
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Figure 3.13: SSIM Comparison- Large vs Medium vs Small on 50× 50 patch.

From these plots, it is interesting to note that the large image (768×384) inpainting

is sometimes as difficult as inpainting a small image. It is to be noted that the (50×50)

patch in a large image is not the same as in a medium or small image, as the contents

vary. Apart from that, as mentioned earlier, PSNR and SSIM are not the perfect

metrics for inpainting and image generation tasks.

For patch resolution comparison, we fixed the resolution of the image, however

varied the patch size. For this task, as mentioned in section 3.3, we used a model

which was trained on images of the resolution (384×192) with patches of size (32×32).

However, while testing, the patch resolution was varied from (10×10) to (32×32) and

to (50 × 50) as shown in Table 3.2. Similar to previous comparison, it is to be noted

that, due to varying patch resolution, with image resolution being constant, the region

that needs to be inpainted keeps changing. The recorded values are averages over 21

images. We can infer that it was quality of the model inpainting a smaller patch was

higher, followed by medium and large patches when trained to inpaint a medium patch.

Patch Size PSNR SSIM

10× 10 28.602 0.691

32× 32 23.654 0.567

50× 50 20.996 0.502

Table 3.2: Patch Size Comparison- Model Trained on 32× 32 patch
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Chapter 4

Conclusion and Future Work

4.1 Conclusion

The primary goal of this research was to be able to inpaint omni-directional images in

a way that is semantically meaningful and coherent, and we were able to successfully

demonstrate that in this research. The results of this research as discussed were at

par or better than existing state of the art. We explored various representations of

ODIs for the purpose of inpainting. During the various experiments, we were also able

to hypothesise the results presented, especially the shortcomings of representations

like cube-map and tangent images. Despite the promising results of our fine-tuned

model, we believe that the quality of inpainting could be made better with further

work on tuning the network parameters and the network architecture, catering to the

omni-directional images specifically.

While research on inpainting has been explored more frequently in the recent years,

inpainting on omni-directional image is an area seldom discussed about. Our results

show that externally handling distortion through various projection techniques are

less significant due to the way generative networks are designed. Therefore, exploring

techniques to handle distortion within the network architecture is right way forward

for this research.
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4.2 Future Work

One of the key reasons for a relatively lower quality inpainting on ODIs than on a

regular 2D image, by the models discussed, is in the process of convolution. Convolu-

tional Neural Networks was fundamentally designed for images where objects, animals,

humans and everything else in the image are spatially invariant. This means that an

object like a ball, or an animal like a dog would appear the same irrespective of its

position in the image. However, that is not the case with ODIs. The same object

discussed earlier would appear normal (distortion-free) when in centre of an ODI and

distorted (stretched, for example) if the object is placed in the extremities of the ODI.

This means by using regular kernels or techniques like max-pooling, result in a poorer

outcome. This calls for a change in convolution process to mitigate the distortion and

spatial variance that exist in ODIs. One such potential solution to work in future

could be Spherical CNNs, [50, 51] which suggests changes to sampling locations of

convolutional filters for ODIs.

In this study we also discussed the impact of change in resolution of image and

patch size. Implementations like partial convolution [52, 53] and gated convolution

[7, 54], allow not only higher sized patches to be inpainted on training with a lower

sized patch, but also allows for random shaped, arbitrary sized patches to be inpainted.

This removes any constraint on patches, and therefore is also something that needs to

be explored.

Apart from these, there have been studies that have used Flow Normalising for tasks

like Super resolution whose outputs have been more stochastic and much more richer

distribution than deterministic outputs of GANs [55, 56]. Exploring flow normalisation

for the task of inpainting is also an interesting potential future work.
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Appendix A

A.1 Network Architecture

A.1.1 Local and Global WGAN-GP Discriminator

Kernel Shape Strides Filters

5 2 64

5 2 128

5 2 256

5 2 512

Table A.1: Local WGAN-GP Discriminator Architecture

Kernel Shape Strides Filters

5 2 64

5 2 128

5 2 256

5 2 256

Table A.2: Global WGAN-GP Discriminator Architecture

Tables A.1 and A.2 describe the network architecture for local and global WGAN-GP

discriminators respectively. All the layers are convolutional layers.
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A.1.2 Inpainting Network

Type Kernel Shape Strides Filters Dilation

Convolution 5 1 32 -

Convolution 3 2 64 -

Convolution 3 1 64 -

Convolution 3 2 128 -

Convolution 3 1 128 -

Convolution 3 1 128 -

Convolution 3 1 128 2

Convolution 3 1 128 4

Convolution 3 1 128 8

Convolution1 3 1 128 16

Convolution 3 1 128 -

Convolution 3 1 128 -

Deconvolution2 - - - -

Convolution 3 1 64 -

Deconvolution2 - - - -

Convolution 3 1 16 -

Convolution 3 1 3 -

Clip3 - - - -

Table A.3: Inpainting Network

Table A.3 describes architecture of course and refinement network. The entire two

stage network is therefore two networks as in Table A.3 stacked together [6].

1In refinement network, until this point is considered as hallucination layer.
2Deconvolution here refers to convolution layer based upsampling done using nearest neighbour.
3Clipping between -1 to 1 instead of using an activation function.
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A.1.3 Contextual Attention Branch

Type Kernel Shape Strides Filters

Convolution 5 1 32

Convolution 3 2 32

Convolution 3 1 64

Convolution 3 2 128

Convolution 3 1 128

Convolution 3 1 128

CA Layer1 - - -

Convolution 3 1 128

Convolution 3 1 128

Table A.4: Contextual Attention Branch Architecture

Table A.4 describes the architecture of contextual attention branch that is present

in refinement network in parallel to hallucination branch. The output of this layer

is concatenated with hallucination branch’s output and used further in refinement

network.

1Contextual Attention Layer
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A.2 Additional Results

A.2.1 Cube-Map Projection based Inpainting

Figure A.1: Cube Map- Ground Truth (left) and Inpainted Output (Right)
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A.2.2 Tangent Images

Figure A.2: Tangent Images Input (Left) and its Mask (Right)

In Figure A.2, we can see few of the tangent images and their respective masks, for

k = 1, making 80 subdivided tangent images, of resolution (512 × 512). We can see

how much area the patch covers and how few information the generator has, to inpaint

from.
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A.2.3 Equirectangular Inpainting

Figure A.3: Input Image (left) and S1 inpainted output (Right) - 1
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Figure A.4: Input Image (left) and S1 inpainted output (Right) - 2
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