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Abstract

Augmented reality (AR)/mixed reality (MR) technology is a technology that can integrate virtual feature

information with the real world. Its wide application provides users with a new way to obtain additional

information, such as using AR applications to observe the internal structure information of the medical

human body model. However, in this implementation process, it is easy to make users confused about

the spatial relationship between the virtual object and the real object. That is, the perceived depth

of an AR object deviates from the intended depth and cannot achieve the effect that the AR object

appears inside the real object. This problem is also called lack of depth perception. For improving the

depth perception in AR, the existing related literature mainly conducts research and experiments from

three directions: translucent projection objects, creating virtual interior space of occlusion objects,

and enriching depth cues. After the comparison, the construction of the virtual interior space method

has the most effective depth perception between them.

But even so, some current excellent research methods still have some shortcomings. For example,

the virtual item may obscure the characteristic information of the real environment, and the shader

programming language they used is relatively basic and not easy to extend in the future. Therefore,

the main purpose of the project is to use a new custom shader method to achieve the excellent cut-

away effect in the previous paper and to enrich the depth clues of the scene on this basis. I used the

C++ custom shader programming method in Unity to reimplement and improve some of the cut-away

effects. The project mainly uses two different Render Pipeline rendering methods based on the Built-in

Render Pipeline and Universal Render Pipeline in Unity to achieve the effect. Through the comparison

and analysis of the two experimental results, it is found that the cut-away effect of the Built-in Render

Pipeline is currently the most real and effective. It can easily allow users to perceive the correct spatial

relationship between objects. The main contribution of this dissertation is using the Unity engine to

achieve the cut-away effect. It improves the user’s perceived spatial relationships between real objects

and projected MR objects, and also provides some custom cut-away feature options for users to freely

adjust. The implementation based on the Unity engine makes the project easier to introduce into other

AR applications, furthermore, it also facilitates the later function expansion.

Keywords: Augmented reality; Spatial perception; Custom shading; Cut-away
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Chapter 1

Introduction

This dissertation mainly deals with how to increase the performed spatial relationships between the

real object and the projected MR virtual object. This chapter will analyze the technical background

and main advantages and disadvantages of the research goals, and formulate the main realization

goals of the project based on the results of the analysis.

1.1 Background

Augmented reality (AR) is a technology that uses multimedia, real-time tracking, and sensing technolo-

gies to fuse virtual information with the real world. It can change the order and difficulty of information

acquisition through simulation and virtual display, excavate deep-level information that people cannot

easily obtain in daily life, and directly assign it as additional information to surface objects in reality to

achieve information Maximum effect. In addition, the user can also interact with the rendered virtual

object in real-time to obtain different information. For example, when purchasing furniture through

AR, the user are allowed to rotate, switch, and move the furniture to ensure that the user can observe

the product information in all directions, and at the same time make the product selection by the real

room situation.

These characteristics of augmented reality make it widely used as a means to provide users with

additional information in reality, such as game production, industrial design, medical treatment, home

decoration, and teaching demonstrations. According to the statistical results of the existing research

literature in Zhou.[19], to enhance the user experience and to integrate virtual objects into the real

world more realistically, according to the different types of application scenarios, researchers mainly

develop and improve the effects of augmented reality in the following areas: Tracking techniques,

Interaction techniques, Calibration and registration, AR applications and Display techniques, etc. For

example, Reifinger.[13] proposed an automatic gesture recognition system that can distinguish be-

School of Computer Science (Augmented & Virtual Reality) Trinity College Dublin, Ireland
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tween static and dynamic gestures, which greatly shortens the execution time of interactive tasks;

In terms of tracking techniques, to improve the accuracy of the tracker while reducing the latency,

Comport.[3] proposed a 3D model tracking algorithm for the monocular vision system. The advanced

theories proposed above all optimize the real effects of augmented reality to some extent.

However aside from interactivity and realism, there remain some issues that are not yet fully solved

in common AR applications, for instance ensuring that users correctly perceive the intended spatial

positions and scales of virtual objects in relation to the real world.

1.2 Motivation

Although the current augmented reality technology is gradually becoming mature, there are still some

visual errors in practical applications. For example, some fields rely heavily on depth cues such as

medical and industrial design, in these areas users usually need to achieve AR display effects of the

internal structure of some items. At this time, it is necessary to achieve the effect of a virtual object

being contained inside a real object. For instance, in industrial design, the virtual internal components

of a car model need to be shown to the user in the form of a "perspective view", so that the user can

avoid the cumbersome steps of dismantling the model from the exterior to the interior.

However, in reality, virtual object in AR displays are drawn as pixels overlaid on top of the real

entity, so the biggest difficulty in the process of achieving object perspective is how to ensure the

correctness of the perceived depth relationship between the virtual object and the real one. If the

depth relationship between the objects is wrong, as shown in the image of a demo screen in the video

I intercepted from ErickMendezARWork[5]. The car in the Figure 1.1 is in a visually wrong position

at this time because it is well known that the junction of the two planes of the box is a geometrically

convex state. In this state, it is theoretically impossible to place a car smoothly. Therefore, the AR

effect in the picture looks very unreasonable; in addition, we can imagine that the original AR car is

set in the interior of the box, but because of the lack of depth clues, it looks like it is floating diagonally

above the box. This means that the projected AR object deviates from our ideal position and looks

out of sync with the real world. More than that, it will also confuse the occlusion relationship between

objects.

In addition, some rendering details will exacerbate this visual unrealism and depth perception

errors. Such as missing object shadows, the appearance of virtual objects that do not match reality,

and poor visibility of objects. Only by improving the above aspects can accurate perceived spatial

relationships of virtual objects be achieved.

School of Computer Science (Augmented & Virtual Reality) Trinity College Dublin, Ireland
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Figure 1.1: Example for wrong spatial perception[11]

1.3 Existing research

Because of the several major reasons that can confuse the spatial perception of virtual objects: wrong

occlusion relationship, the appearance that does not match the external environment, and lack of

depth cues, various types of solutions have been developed. The first method is to render the virtual

objects that you want to put inside the occluder in a semi-transparent style to show a correct perceived

spatial relationship. The disadvantage of this approach is that the translucency of the object will make

it difficult for users to obtain effective information from the object. Because after rendering, the virtual

item is very likely to be affected by the background image received by the camera, making it difficult

to identify the original feature. To make up for this shortcoming, Fukiage[7],Roxas[14] et al. made

improvements from the aspect of Visibility-Based Blending. Among which Fukiage[7] first proposed

the blending model of Visibility-Based Blending, by continuously optimizing the blending parameter

α in the blending process, the virtual objects can achieve the visualization effect of any target trans-

parency level, and also strengthen its essential characteristics; Roxas[14] added the occlusion effect

caused by the environment on the object on this basis and combined the rendering process with the

input foreground probability map to adjust the local transparency of the object. While preserving the

initial features, it realizes the soft transition processing on the boundary edge of the virtual occluded

object and the real occluded object, which effectively expresses the occlusion relationship between

objects.

The core content of the second method is to construct a fake geometric internal space of the

occluder and place the target virtual item in the fake space to form an inclusive relationship, which

is intended to create a visual perspective effect. The representative ones are Wimmer[18],Hansen[8]

et al. Wimmer[18] proposed a user-defined clipping technology for medical applications. Users can

customize the shape and position of the clipping volume (human cross-sectional area), and then use it
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in conjunction with ghosting of the skin to achieve a correct perceived spatial relationship. Hansen[8]

Combine AR and Reality Capture technology to generate a 3D underground scene model as the real

one through a visual point cloud model, and then use Unity’s occlusion shader to cover it, and finally

achieve a genuine surface profile effect.

The third method is mainly used as an auxiliary solution to increase the depth cues of the model

and improve the depth perception effect of the model. It mainly includes adding appropriate shadows

to the virtual occluded objects and synchronizing the style of the object and the environment. The

advanced shadow technologies are: Liu[10] proposed an ARShadowGAN model that can directly

generate object shadows without illumination estimation; Wei[16] designed a method that can simulate

dynamic shadows of AR objects based on detection and analysis of shadows in real-time video’s

frame. Another way to increase realism is to use special effects with distinct styles to act on both

virtual objects and real environments to eliminate the sense of conflict between them. A representative

article Fischer[6] created a Stylized augmented reality algorithm that applies artistic image rendering

to both camera images and graphical objects and unifies the real levels of the two.

The three methods summarized above can enhance the spatial perception of objects to varying

degrees. In a comprehensive comparison, the second method can fundamentally improve depth

perception, as it has a more complete geometric spatial relationship, and can display richer features

of occluded objects than the first method. So in the next part, I will focus on the research and realization

of the cut-away effect of the real occluder.

1.4 Research objectives

After summarizing the problems that have occurred, we learned that if we want to achieve a good

depth perception effect, we need to meet the following basic requirements.

• The visible distance presented by the virtual object projected on the plane needs to be farther

than the visual distance of the physical plane;

• Maximize the information of virtual objects based on preserving the original features on the real

plane as much as possible;

• The visual effect of the appearance of the occluded object should be as consistent as possible

with the external environment color (such as lack of light, blur, etc.)

Therefore, to solve the above-mentioned problems, the main purpose of this project is to create a more

realistic mask that matches the physical environment while ensuring that the information presented

by the virtual objects inside is maximized. Based on the use effects of various masks, the random
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hole mask is the most natural and real. So I plan to make improvements based on this to increase the

authenticity of the mask.

The main contributions of this dissertation are:

1. Use the built-in rendering pipeline combined with stencil buffer and a custom shader to achieve

the basic AR cut-away effect, and show the correct spatial relationship between the occluded

object and the occluded object;

2. In addition to achieving the essential cut-out effect, additional adjustable detail features are

added to it through the Universal Rendering Pipeline in Unity, so that its perspective effect is

more compatible with the external environment;

3. In addition to maintaining the environmental feature information, the maximum display of the

detailed info of the virtual occluded object

1.5 Overview of structure

To clearly explain the difficulties, technical points and implementation process of this project, the

structure of this dissertation is as follows:

In the second chapter, we will introduce some academic research papers related to depth percep-

tion, perspective relationship, and mask realization involved in this project, and conduct a thorough

analysis. After comparing and evaluating each article, the best method to achieve the correct spatial

relationship effect is summarized as the guiding direction for the subsequent research and practice of

the project.

The third chapter mainly elaborates the two methods I used in the project, including the platform

used for its realization, the main technical methods, and specific steps, etc., and gives a detailed ex-

planation of the technical difficulties in each approach. Finally, the two methods are comprehensively

evaluated and summarized.

Chapter four shows the final results of the two implementation methods mentioned in the previous

chapter and makes a comprehensive comparison with the other three practice effects. Judge the

effectiveness and limitations of each way by analyzing the comparison results.

Chapter five gives a comprehensive summary of this dissertation, including the contribution and

shortcomings of the project. In addition, it also mentioned the further research and improvement that

needs to be carried out in the future for the deficiencies.

School of Computer Science (Augmented & Virtual Reality) Trinity College Dublin, Ireland
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Chapter 2

Literature review

After the above analysis of three feasible solutions for improving depth perception, we determined

that the main research and practice direction of this project is to get the correct perceived spatial

relationship in the AR scene. The perceived spatial relationship is just a general term here, which is

a general expression of a visual effect that allows the user to see the inside of the object through the

surface. For a better understanding, we can simply compare it to the X-ray effect in medical treatment,

that is, through the use of various advanced technical means to visually present the characteristic

information (structure, etc.) inside the target object to the user. But the final visual effect here is not

limited to the traditional X-ray 2D profile form. In this chapter, I will focus on some literature studies that

are closely related to enhancing the AR perspective effect, and roughly divide them into categories

according to their main implementation technologies, and then conduct a systematic comparison and

evaluation.

2.1 Depth Perception & Depth Cue

Depth perception is also called the three-dimensional perception of distance perception. It is ex-

pressed as the human eyes ability to perceive three-dimensional space, such as the understanding of

objects distance and proximity, as well as the perception of shapes. In biology, since the visual image

of a single eye is a two-dimensional plane, our human body’s judgment of depth generally depends

on the visual difference between the two eyes. However, for AR applications, except the specific AR

head-mounted displays that use binocular cameras to simulate the observed effect of the human eye.

General mobile device AR applications usually rely on a single camera of a mobile phone/computer to

observe the rendered AR scene. So when we cannot use binocular vision, another way to realize spa-

tial perception is to use monocular vision, supplemented by sufficient depth cues to make judgments.

Our starting point for enhancing the AR depth perception effect in this project is to add effective depth
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cues to the constructed AR scene.

The academic understanding of depth cues is the information source of the human brains inter-

pretation of depth, which can generally be divided into binocular cues and monocular cues. Binocular

cues emphasize the feedback information generated by the coordinated activities of the eyes. This

information mainly includes binocular parallax, binocular width, and motion parallax; monocular cues

indicate the characteristics of visual stimuli in visual space perception, including relative size, occlu-

sion relationship, Line perspective, brightness and shadows, and texture gradients. Here we skip the

binocular cues mainly used in binocular cameras to introduce the monocular depth cues in detail.

• The relative size of the object mainly uses the principle of near-large and far-small. When the

thing is closer to the visual starting point, it will appear larger, and vice versa, it will appear

smaller. But in an AR scene that combines virtual and real, it is difficult for us to judge the

distance change only based on the size of the object, so we usually make judgments on this

basis with other depth clues;

• The occlusion relationship is that when two objects partially overlap in the current line of sight

direction, the closer object will hinder the presentation of the far object to varying degrees. The

degree of obstruction is related to the transparency and material of the closer one; The occlusion

effect is usually combined with the relative size to act on the scene. Take the example image

Figure 2.1 below as an example. Both pictures have the same two circles, one large and one

small. The difference is that the small yellow circle on the left covers part of the large blue circle,

while the blue circle on the right covers the yellow circle. We can see that there is a conflict

between the occlusion relationship and the relative size of the left picture, so it is difficult to

judge which color circle is closer to the front. On the contrary, we can find the blue color circle

from the right picture have a closer spatial relationship than the yellow circle.

Figure 2.1: Example for relative size with occlusion.(a) has a conflict between depth cues,(b) is the

right relationship.
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• Line perspective is mainly related to the proportion of objects in the visual picture. The closer

the object, the larger the proportion. So we will find that the parallel lines converge into a point

when they extend far away. The more lines converge on this point, the farther the perceptual

distance will be. However, the general AR scenes are mostly close-range scenes. On this basis,

we only need to ensure that the geometric shape of the virtual object conforms to the geometric

perspective effect of the three-dimensional space;

• Brightness and shadows can help us perceive the volume, texture, and shape of objects. The

actual application in computer vision is the depth map (distance image). Its principle is to output

the depth distance value from the image collector to each point in the scene as the pixel value

to the image. As shown in the Figure 2.2, depending on the pixel output settings, the distance

from far to near can be expressed as from black to white or from white to black. In addition to

using the depth map in the AR scene, we can also add the shadow cast by the occluder to the

occluded object to express the perspective relationship in space;

Figure 2.2: Example depth map from Wikipedia

• The texture gradient is expressed as the distribution of the same elements on the plane will look

denser with the distance. As shown in the Figure Figure 2.3,This clue is mostly used to observe

the extension of the plane with the material in the space.

After understanding the above-mentioned monocular depth cues, we can selectively add them

according to specific scenes and missing elements to help users gain better spatial perception.
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Figure 2.3: Example texture gradient effect

2.2 Simple Cut-away

To make AR objects appear inside the real occluder, the most intuitive way is to simulate the cross-

sectional interior scene of the real object through depth cues around the virtual object. The so-called

cross-sectional effect is the cut-away effect. As shown in the Figure 2.4, this cut-away effect preserves

the complete outline of the external structure of the object while exposing the internal structure of the

parts to the field of vision. In this way, the user can judge what the object is from the basic external

contour, they can also observe the internal structure information of the target, and can correctly find

the containment relationship between the two. It is conceivable that if this 2D cross-sectional view is

transformed into a virtual interior scene in an AR scene, it will produce the same auxiliary effect.

Figure 2.4: Example Cut-away effect from Shutterstock

In this way, the virtual object with the internal geometric space environment of the occluder itself

has rich and obvious depth cues, and the user can easily conclude the depth relationship between the

virtual element and the real element through these artificial depth cues. Except for the Wimmer.[18]

and Hansen.[8] which are mentioned in the previous chapter, the representative articles also include

Broecker.[2].

Broecker.[2] published in 2014, it is one of the earlier articles using user location tracking technol-

ogy to assist the rendering process, which can help us better understand the false geometric internal
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space technology from the principle. It uses View-dependent rendering based on the Spatial Aug-

mented Reality (SAR) system, replacing the previous method of rendering virtual scenes which use

the main camera as the visual starting point. After tracing the users position, the purely virtual geom-

etry of the current perspective will be rendered on the projected solid plane. On this basis, projective

texture mapping techniques are used to set up the virtual content into the geometric space, and finally

formed a cut-away rendering image independently related to perspective.

To further compare the effects of different types of depth cues on the depth perception results, the

author rendered two forms of geometric space. One is to combine the pure virtual inside of a box with

virtual wall depth, and the other is to attach a texture map (texture gradient depth cue) to the virtual

inside of a box. The criterion for judging the influence of the two is the strength comparison between

the pure "virtual" depth cues from the virtual content and the "real" depth cues provided by the physical

model of the box and the environment. The closer the virtual depth cues are to the strength of the real

depth cues, the better the spatial perception effect is obtained.

But its disadvantage is that when the projected image covers the surface of the occluder, it may

occlude the important real-world information on the real object, thereby causing the problem of missing

information. As shown in the Figure 2.5 – rendering example in Kalkofen.[9], the original black X-

shaped mark on the real human body model is blocked by the projection of the virtual heart, and the

user may not be able to work because he cannot receive relatively more important mark information.

Figure 2.5: The blocked important real-world information[9]

2.3 Cut-away with Mask on Occulder

The main reason for the above-mentioned defects is that the primary and secondary feature informa-

tion is not distinguished, and the secondary important virtual features erroneously cover the main real

features so that the user’s attention is forced to divert completely. Therefore, to add virtual information

in AR while preserving the real original features and to optimize the depth perception effect, two more
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effective solutions have been developed. The first category is to strengthen the importance of the

characteristics of actual objects, that is, to add a mask to the real target object to retain or emphasize

its important marks. This is not strictly a cut-away method, but as one of the ways to resolve the

conflict between real and virtual depth cues, its principle is also applicable to cut-away scenarios.

For example, Kalkofen.[9] proposed an interactive AR application based on Focus+Context (F+C)

visualizations technology. The application can provide contextual environment feature information

around virtual target features to help users understand the scene, and use the Focus+Context infor-

mation classification function to provide the occlusion effect of relatively important context information

for digital targets. The specific effect is shown in the renderings image Figure 2.6 provided by the

author in Kalkofen.[9]. The red wheels and engines are virtual projection features, and the gray and

yellow contour lines are real contextual information. By adding contour lines to the context to empha-

size the external structure of the car and the occlusion relationship between each other, the user can

intuitively understand that the space between these three parts is gray car body-yellow seat-red en-

gine and tires. It not only reserved the original features of the model but also add the virtual features

in red.

Figure 2.6: Focus+Context visualizations effect[9]

The framework of the algorithm is shown in the Figure 2.7. The creation of F+C visualizations is

mainly divided into two steps. The first step is to input data into F+C Filter under the control of the

user to classify, which should be the focal part and which should be used as context. In this way, the

second level Focus and the second level Context are divided. The second step is to render the divided

data with a distinctive and unique rendering style, through the outline to highlight the key features. At

the same time, use the alpha mask on the context information to distinguish between primary and

secondary so that the user can focus on the ’Focus’ area. The advantage of this algorithm is that

the original key features will not be lost under the premise of ensuring the correct spatial relationship

between the projected object and the real object, and the information will be reasonably maximized.

The disadvantage is that when the Context part is mixed with virtual objects, it may cause image
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clutter problems and reduce the users perception.

Figure 2.7: Focus+Context visualizations framework[9]

Another method to enhance real features is Zollmann.[20], which proposes a more ideal X-ray

visualization technique: Image-based ghosting techniques, which allows users to better understand

the depth order between objects in the scene. Its algorithm process is shown in the Figure 2.8. In

the Image Analysis component, the depth cues (Edges, Saliency, and Texture) are automatically ex-

tracted from the image obtained by the camera through the algorithm, and then these depth cues are

combined into a Ghosting Map. The obtained Ghosting Map will be combined with video images and

digital objects in the rendering, the Map can also determine which important features in the environ-

ment need to be preserved. Finally, a very realistic rendering result of the underground virtual object

is obtained.

Figure 2.8: Image-based ghosting techniques[20]

The main application scenario of this article is a large outdoor venue, so when acquiring depth
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cues from a frame of the video image, all the feature information in the scene is referred to. But if you

only collect depth cues for a certain object indoors, it will inevitably collect a lot of useless interference

information. Therefore, it is only used as an auxiliary reference article for analysis.

2.4 Cut-away with Mask for Occulded object

In contrast to the above method of adding a mask to the occluder, there is another optimization method,

which is to weaken the importance of the features of the virtual object, reduce the exposure degree

of the features of the occluded object, and retain the original external features. But although it is

to decrease the characteristics of the virtual object, it is not directly rendered as a semi-transparent

style as mentioned in section 1.3, but is weakened based on the cut-away effect. In this way, weaken

based on the cut-away effect contains the basic geometric spatial depth information, which will have a

stronger sense of three-dimensionality compared to the method in section 1.3. Therefore, this method

of weakening the virtual features still adopts the technical means of attaching the mask to the occluder.

By removing part of the surface of the real object, the AR target looks more like the inside of the object.

2.4.1 Remove surface

The types of masks used can be roughly divided into two types. The first type of mask is to partially

remove parts of the real surface related to virtual objects ("digging holes") reasonably so that the inner

object looks like it’s inside the real object. For example, Otsuki.[12] combined two well-known phenom-

ena pseudo-transparency and stereo-transparency to create a "stereoscopic pseudo-transparency"

method. They use OpenGL to add a mask with randomly distributed holes to the surface of the ac-

tual object and then placed the internal virtual object in the mask area to achieve a natural internal

existence effect. Compare with other video-based stereoscopic display algorithms of the same type,

this random point mask can be used as an add-on surface feature to provide a depth cue on a plane

with no obvious features. And it can also allow users to perceive the shape and colors of the original

surface. The specific effect is as shown in the Figure 2.9 below.

Figure 2.9: Random-dot mask on surface[12]
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The author used five different types of masks to conduct a horizontal comparison test. The results

show that the rendering effects of random-dot mask and Semi-transparent random-dot mask make it

easier for the observer to think that he saw the circle through the surface and feel that the distance

of the circle is farther than the surface. But this method still has some shortcomings, that is, there

are still some visual gaps between the holes in the mask and the real holes; And due to the occlusion

of the holes, the virtual items projected inside will not be completely exposed to the user’s vision, so

some information will inevitably be lost

2.4.2 Adjust Transparency

The second type of mask is to adjust the transparency of the appearance of part of the masked

object (external real object), such as Mendez.[11] and Elmqvist.[4]. Their difference is that Elmqvist.[4]

proposed an image-space algorithm to improve the effect of dynamic transparent masking. Dynamic

transparency means that the transparent area can be dynamically adjusted according to different

viewing angles, instead of fixing the perspective area at a certain point in the plane to restrict the field

of view. The principle of implementing this technology is to perform a depth sorting of all objects in the

scene and then render them in the order of depth from back to front, and then select the corresponding

branch rendering process according to whether the currently rendered object is the target object. If it

is a target object, after rendering its basic features and color information, the algorithm will perform

the alpha mask rendering step again on the target area where it is currently located. The alpha mask

step changes the transparency of the distractor object after the target object rendering order in this

area to achieve the transparency mask effect. Otherwise, if the current object is a distractor, it will

directly perform the normal rendering step. The final result is shown in the Figure 2.10.

Figure 2.10: Random-dot mask on surface[4]

And Mendez.[11] presents a simple technique by using an importance mask associated with oc-

cluders, to enhance the perception of the spatial arrangements in the scene. It makes up for some
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of the problems in the previous work, such as the unstable quality of AR rendering results problem.

The AR rendering results will be affected by the light in the external environment, the material of the

projected plane, and the angle of view, so it is not being able to produce a stable rendering outcome.

The main process of this technology is that the user generates exclusive importance masks for spe-

cific obstructions through interaction or heuristics in the preprocessing step, as shown in the Figure

2.11. The mask generated by preprocessing only contains the value of the alpha channel, with a value

range of 0 to 1, used to determine which areas of pixels should be replaced with virtual occluded ob-

jects, and which areas should be retained as the original pixels of the video input. The second step

is to assign the mask as a texture map to the occluder, using the blending calculation Equation (2.1)

and the value of the mask to determine the rendering ratio of the video feed and the occludes, and

finally achieve the appropriate perceived spatial relationship.

g l_F r ag Dat a[0].r g b = (Tvi deo .r g bTmask )+ (Toccluded .r g b(1.0Tmask )); (2.1)

Figure 2.11: Random-dot mask on surface[11]

The gl_FragData in the formula is the RGB channel value of the current pixel fragment shader,

Tmask is the alpha single channel value of the mask, Tvi deo and Toccluded refer to the material RGB

value of the video feed and occluder respectively. The final mixed rendering result is obtained by

multiplying the material RGB values of the video feed and occluder by different weights(Tmask and

1.0−Tmask). The pixels on the screen are displayed as the background pixel values captured by the

AR camera while the alpha channel value of the mask or occluder is 0. When the alpha value is not

0, the pixel RGB value blending operation is performed according to the Equation (2.1), so that the

material outside the cut-away area can be eliminated, thereby displaying the original material of the

real object.
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The advantage of this type of transparent mask is that it adopts the projection method of "X-ray

vision", so that the virtual imaging will not obstruct the key information in reality, and it can also clearly

express the depth relationship between objects. In addition, it only needs to use the single-channel

fragment shader in the GPU, which greatly improves the computational efficiency.

However, the shortcomings of the two are that the image-space dynamic transparency algorithm of

Elmqvist.[4] is currently only experimented in 3D scenes, and has not been applied to AR scenes, so it

is impossible to estimate the effect for mixed with the real world in AR application. Although the edge

of the semi-transparent oval mask used in Mendez.[11] can blend naturally with the surroundings, its

mask can not be universally used. If you want to achieve the perspective effect on multiple objects,

you need to create the mask for each occluder, so the preparation work in the early stage will be

relatively complicated.

Looking at the three kinds of mask implementation processes mentioned above, the essence of

the mask is to change the transparency of the occluder and replace the pixels of the corresponding

area with the pixels of the inner object that you want to project. The only difference is the way the

mask is generated and applied.

2.5 Comparison

To find a more suitable solution, using the weakest spatial expression technique Broecker.[2] as the

baseline model, some performances of several different algorithms’ in-depth perception were com-

pared horizontally (only representing personal subjective evaluation), and the following Table was

obtained. Figure 2.12 is the representative result graph of each article.

(a) [2] (b) [4] (c) [9] (d) [11] (e) [12]

Figure 2.12: A comparison of the five representative papers in depth perception: (a)Broecker.[2],

(b)Elmqvist.[4], (c)Kalkofen[9], (d)Mendez.[11] and (e)Otsuki.[12]

For the performance criteria of virtual geometric spatial structure information, the degree of reten-

tion of important features of the real environment, the ease of obtaining the depth relationship, and the

Intensity of the depth relationship perception, the ranking results from left to right represent the effect

from good to bad. However, for the complexity of depth cues, a scene containing too complicated
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Evaluate Method

Virtual geometric spatial structure information [11] > [12] = [9] > [4] > [2]

Degree of retention of important features of the real environment [11] = [12] > [9] > [4] > [2]

Depth cue complexity [9] > [4] > [11] > [12] > [2]

Ease of obtaining deep relationships [11] = [9] > [12] > [4] > [2]

Intensity of deep relationship perception [11] = [9] > [12] > [4] > [2]

Table 2.1: Method Comparison Result

depth cues may confuse the user’s understanding of the scene, while too simple types of cues are

not conducive to the correct judgment of the user’s spatial relationship. Therefore, the median value

of this sorting result can be regarded as the better one.

After a longitudinal comparison of the ranking results of the various indicators in the comprehensive

table, we can conclude that the spatial perception effect of [11] is the best among several methods

because it achieves the best effect in each standard; secondly, It is [12] and [9], their comprehensive

performance is similar, but technically speaking, the technical complexity of [12] is lower than [9]. The

difference between them is that [9] will focus more on the detailed accuracy of features, while [12]

mainly controls the overall perception effect.

Generally speaking, under the same effect, we will give priority to the framework algorithm with

lower complexity, which can not only reduce the computing cost of the GPU but also facilitate the

expansion and extension of the technology in the future. Therefore, I finally chose the simpler realiza-

tion process [11] and [12] to adopt the masking method as the basic realization method of the project

goal. [11] and [12] both use the GLSL language in OpenGL to write the fragment shader used to

control the depth effect. Although GLSL as the underlying shading language has a strong advantage

in implementing some basic special effects, when making some advanced special effects, due to the

lack of some packaged functional APIs, the process will become complicated and cumbersome. So

in this project, I will reconstruct the cut-away effect of the mask in Unity, and add some adjustable

depth cues to make its perspective effect more suitable for the external environment.
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Chapter 3

Methodology

The main goal of this project is to use the Unity engine to achieve a correct cut-away effect, that is, to

achieve the effect of placing the virtual model inside the real object. The ideal realization result of the

project is to allow the user to easily determine that the physical visual distance of the virtual target ob-

ject is farther than the visual distance of the real obstruction on the front plane. After comprehensively

researching the implementation methods of the above several papers, I divided the implementation

process of this project into three stages:

1. Copy a virtual occluder model;

2. Create a cut-away effect on the model;

3. Blending with the camera image.

3.1 Copy a virtual occluder model

When summarizing the final results of related papers such as Mendez.[11] and Otsuki.[12] that use

masks as the main means to enhance depth perception, we can find that their mask representation

is related to physical information such as the shape and size of the real occluder. If the object of the

cut-away effect is not the physical feature of a large smooth plane like a wall, it has its unique shape

features, such as toy cars, mannequins, etc. And if we want to make the virtual window in cut-away

match the relative physical position of the occluder. For example, to create a virtual circular window on

the front of the computer main box to observe the internal circuit board structure, we need to measure

the main box length, width, and height and set the three-dimensional coordinate value of the window

in the scene according to the measurement data to make it fit the plane of the main box as much as

possible.
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Therefore, a key step in the preparation phase of the project is to copy a digital occluder in Unity.

This occluder should be as similar as possible to the implementation object in the real world. Including

the ratio of length, width, and height of the object, the shape, and the unevenness of the surface. At

the same time, the size ratio between the virtual window and the occluder must be considered and

then mapped to the prepared virtual occluder model. About how to realize the modeling of real 3D

objects, we can use 3D modeling software such as Maya, 3DMax, etc. to manually create digital

models of the occluders. We can also use some open-source object scanning modeling software,

such as Vuforia Object Scanner, which can automatically generate the corresponding 3D model only

by collecting the 360-degree feature information of the object through the camera. But the research

focus of this project is not how to create a complex occluder model, so I chose carton which is the

most common thing in the real world with a simple geometric structure as the implementation object

of the cut-away effect. In the same way, I also built a cube with the same ratio of length, width, and

height in Unity as a virtual occluder object.

3.1.1 Vuforia

In the development of AR scenarios, I choose Vuforia as the development tool, which is the most

widely used AR Software Development Kit. It supports the application of scenes to multiple platforms

such as mobile phones, tablets, and head-mounted display devices, and can realize rich object and

scene interaction functions. The most important thing in the realization of AR is the precise tracking

and positioning technology. Vuforia mainly includes the following tracking functions according to the

different tracking targets: image tracking, object tracking, and environmental tracking. The complexity

of tracking targets gradually increases from the picture to the environment. The following Figure3.1

shows the target types that can be added to Vuforia Target Manager.

Figure 3.1: Vuforia Target Manager

The two crucial tracking technologies for this project are image tracking and object tracking. As

mentioned in the previous section, if we want to create a complex virtual occlusion model, we need to

use Vuforia’s object tracking technology. It mainly includes model tracking and object tracking. The

difference between them is that model tracking uses an existing 3D model and a paired physical object,
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which are mostly used in industrial production and medical treatment. The target object using model

tracking technology can be detected through its outer contour. Object tracking is mostly for small

objects, such as toys, and the object needs to contain rich material feature information. It requires

the use of Vuforia Object Scanner and supporting image targets to create 3D object targets, but this

does not provide a mesh that can be used for authoring or occlusion. Through these two tracking

technologies, we can implement creative and interactive functions based on the obtained 3D model

targets. However, because the temporary obstruction target of this project is set as a simple cube,

there is no need to use 3D object tracking technology, so its specific application process will not be

discussed.

For convenience, this project mainly uses image tracking technology. Image tracking is to create

one or more flat images in the scene and set them as tracking targets. The image targets need to

contain rich original feature information (usually curves, intersections, etc.). When the AR application

is running, the Vuforia engine will compare the features obtained from the image target with the image

obtained by the current AR camera to detect whether there is matching feature information. Once

the matching feature target is detected, the set enhanced content will be placed in the corresponding

position. At the same time, it will track the location of the image target in real-time and update the

enhanced content in real-time.

3.1.2 Box Tracking

In the preparatory work phase, I created a database in Vuforia Target Manager to store the picture

targets that will be used. And prepared a black and white maze picture Figure3.2 as the picture target

and then input it into the picture database, and at the same time printed a copy of the same size paper

version of the picture target as the identification object. To associate the picture target with the real

obstruction in real time, I attached the picture to one side of the box. So to ensure that the position of

the box can be captured correctly in the camera picture, I set a cube with the same size and proportion

in the same relative position of the picture in the Unity 3D scene and set the material as a wireframe

to detect whether it exactly matches the real object.

Specify the shader in the wireframe shader to render transparently, and set two Pass channels to

avoid the depth problem of transparent mixing. For the transparent rendering method, firstly draws

the surface far away from the camera and then draws the closer surface to get the correct transparent

result. Since the backside of the object must be farther than the front side, the backside must be drawn

in the first rendering. The Blend is designated as Sr c Al pha OneMi nusSr c Al pha, which is the normal

transparency blending effect mode. The main rendering algorithm of the wireframe is located in the

fragment shader, as shown in the Figure3.3. By calculating l x, l y , hx, and hy to discover whether
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Figure 3.2: Target Image

the rendered pixel is located in the square whose center is consistent with the UV center, with the

1−_W i d th ∗2 side length. If not, it is rendered as a line. The step function is used to judge whether

the previous input value is less than or equal to the next input value. If the result is positive, it returns 1,

otherwise, it returns 0 (for example, the judgment condition of l x is whether the width of the wireframe

_W i d th is less than or equal to the x coordinate value of the current uv). The lerp function indicates

that when the result of l x ∗ l y ∗hx ∗hy is 0, it returns the wireframe color _E d g eCol or , otherwise

it returns the model color _Col or . The front of the model is rendered in the second pass, and the

remaining parts are the same as in the first pass.

Figure 3.3: The fragment buffer for wireframe shader

The final realization result is shown in the Figure3.4. It can be seen from the renderings that the

wireframe matches the real box more accurately, regardless of size or position, so the next step will

be to make the next cut-away effect on this basis.

3.2 Create a cut-away effect

The creation principle of the cut-away effect is to make the internal scene of the object visible only in

a certain fixed area, and invisible outside the area. At the same time, the original occluder material
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Figure 3.4: Wireframe match result in AR

outside this area should be kept or replaced with the background image obtained by the AR camera.

The difficulty in this process is how to create this specified area, that is, a virtual window. In general

game scenes, we can indeed see building models that include windows, and we can also observe

the furniture placement in the house through the windows. However, the formation of these windows

is based on the construction of 3D models. In the initial modeling process, corresponding holes have

been dug in the wall model, and the position of the windows has been reserved. But we can’t build a

model for each target occluder and physically dig a hole in the model, which deviates from our original

goal. What we need is a virtual window that can be formed later.

At the very beginning, I planned to use the depthM ask shader to try it out. The function of

depthM ask is that when it is used for a certain mask object, it can hinder the drawing of all ob-

jects obscured by this mask object. It is mostly used in AR to make portal special effects or fake

windows. As shown in the Figure3.5, I am trying to use depthM ask to create object occlusion effects.

Its principal focuses mainly on the setting of render queues and the use of depth buffer. We set the

pass condition to LE qual in the Z test depth test, that is, when the depth value of another object (the

value of render queues) is less than or equal to the depth value of the current object, it will pass and

be drawn.

This is to mention Unity’s built-in rendering queue, which includes B ackg r ound , Geometr y , Al phaTest ,

Tr anspar ent , and Over l ay . The value of the B ackg r ound tag is 1000, this queue is usually rendered

first, such as the skybox; the value of Geometr y is 2000, which is applied to most opaque objects

by default; the value of Al phaTest is 2450, which is mostly used for objects that need to enable al-

pha test; The value of Tr anspar ent is 3000. After the rendering of the above queue is completed,

the rendering pipeline renders all the objects (mostly using transparency blending) included in the

Tr anspar ent queue in the order back to front; the value of Over l ay is 4000, and this queue is used

add some additional screen effects.
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Figure 3.5: Effect for depthM ask shader

So if you want an object to be occluded by the depthM ask, you need to set its render queues

value to be greater than the value of the mask shader, which will change the rendering order of the

two. Similarly, if you don’t want to be occluded, you can change the rendering order to be earlier than

the mask shader. Another important point based on implementing occlusion objects is to ensure that

the pixels in the corresponding area are not rendered. This is mainly achieved by setting Color M ask

to 0, that is, setting it to not draw anything to the RGB A channel except for the depth buffer.

But the disadvantage of the depthM ask shader is that it can only form a rectangular window

through four depth planes, and cannot be set to other shapes. For example, if you want to replace the

rectangular window with a circle, it is impossible to directly achieved by accumulating the geometric

model. However, it is difficult to carve out a region that does not block the drawing of the occluded

object on the depth plane that itself blocks the drawing of the occluded object The development pro-

cess seems to have reached a deadlock. The method of using depthM ask to make cut-away effects

is not working, so I changed my mind and tried to find mask effects in other application scenarios.

3.2.1 Stencil Buffer

In the UI settings of some game scenes, I have observed that the implementation of some special-

shaped UI icons is to use Stencil Buffer to make a mask effect on the 2D image, which can also

produce the effect of only observing the image in a specific area. If we understand how it works, we

might also be able to apply it to a 3D scene as an object mask. So what is stencil buffer?

The original meaning of Stencil refers to a board engraved with a hollow pattern. In daily life, it is

usually covered in the place to be sprayed. After the spraying is completed, certain specific shapes

can be easily and quickly obtained. In the same way, the stencil buffer is another type of data buffer in

addition to color buffer, pixel buffer, and depth buffer commonly used in computer graphics hardware

such as OpenGL 3D graphics. The stencil buffer is a buffer of integer values in pixels, and a byte-
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length value is usually assigned to each pixel. The depth buffer and the stencil buffer often share the

same area in the random access memory (RAM) of the graphics hardware [17]. It is in the pipeline

process as shown in the Figure3.6 below. After the Alpha test and before the Depth test, it is often

used together with the depth test to produce various special effects. It is most often used to limit the

rendering area. For example, it is used in portal rendering to restrict pixels outside the portal area

from being rendered. After the user moves the perspective, the pixels are re-detected according to

the updated line of sight range and then rendering correctly. Another application scenario is to render

three-dimensional object shadows together with depth testing.

Figure 3.6: Per-Fragment Pipeline process[1]

It works by specifying any shape in the buffer as a stencil during the entire rendering process, then

it performs stencil testing on every screen pixel and determines whether the pixel is rendered by the

comparison result between the current Stenci lBu f f er V al ue (that is, the buffer gives The value of the

byte length allocated for each pixel) with the preset Re f er enceV alue. If the stencil test passes, the

corresponding pixel is updated, otherwise, it is not updated. In this way, we can control the rendering

of pixels in a certain area by setting different conditions for passing the test. As shown in the Figure3.7

below, the blue rectangle on the left is superimposed on the black and white flower mask in the middle,

and finally presents a blue flower pattern without a background. The white part of the binary mask is

considered as the area through which pixels can pass, while the black part of the pixel is rejected and

rendered.

The mask method in the above figure is mainly for 2D images. For three-dimensional objects, the

white area in the middle can be replaced by a geometric object, and the surrounding black part can

be understood as all areas of the screen outside the geometric object. The blue rectangle can be

replaced with any target internal model.
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Figure 3.7: The way stencil buffer works

3.2.2 Built-in Render Pipeline & Universal Render Pipeline

After determining the basic implementation ideas, for different game application scenarios and game

effects, we need to choose the most suitable Render Pipeline to implement the corresponding op-

erations. At present, Unity mainly provides three kinds of render pipelines, namely Built-in Render

Pipeline, Universal Render Pipeline (URP), and High Definition Render Pipeline (HDRP). Different

render pipelines have different performance and performance styles. Built-in Render Pipeline is the

default rendering pipeline in Unity, which only supports low-level custom operations. URP and HDRP

belong to the category of Scriptable rendering pipelines, and both support a high degree of freedom

and intuitive custom operations.

The rendering pipeline mainly uses the following three steps to determine how to render and display

objects in the scene, as shown in Figure3.8 [15]. Determine which objects need to be rendered through

culling. After deciding the rendering list objects, use the correct lighting to draw the objects into the

pixel-based buffer according to the properties of each object. The final post-processing step is used

to output the results of all the previous buffers. Realize some additional visual effects (such as depth

of field, blur, etc.) to get the final output frame.

Figure 3.8: 3 steps for Render Pipeline from Unity documentation[15]

Built-in Render Pipeline provides two rendering paths, one is a multi-pass forward rendering path,

all objects will be rendered in sequence. The other is the deferred rendering path, which is suitable
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for scenes with multiple dynamic lighting, that is, the basic geometric model of the solid object is first

rendered into the buffer, and finally the attributes such as material and color are rendered according

to the lighting conditions. Its advantage is that users can use many basic functional APIs to write

custom shaders to achieve various material effects. Including Stencil Buffer and depthM ask, many

custom shaders can only be applied to the Built-in render pipeline. But its disadvantage is that it uses

traditional C++ to program the shade, so the user cannot intuitively see the intermediate results of

each step during the shader writing process, which is not conducive to the user’s real-time adjustment

during the writing process.

Compared with the Built-in render pipeline, the Universal Render Pipeline provides a more effi-

cient single-pass forward renderer, which is more suitable for the Physically Based Rendering (PBR)

rendering pipeline of mobile platforms. And it supports Unity Shader & VFX Graph for shader writing.

Unity Shader & VFX Graph is a special Shader editor that compiles logic code through visual link

nodes, and then automatically compiles to obtain the final effect, which is more user-friendly. So URP

is very suitable for making some complex pictures or material special effects. But the disadvantage of

URP is that it does not support many custom C++ shaders, so many custom shader effects in Built-in

cannot be implemented in URP. Including cut-away effects with Stencil Buffer, because of the render

pipeline’s limitations on the functions that operate the stencil buffer.

3.3 Fake Window shader & Virtual Occluded Object shader

Because the most basic cut-away effect requires Stencil Buffer to achieve, I choose to render it on the

Built-in Render Pipeline. To achieve the binary mask and 3D occluded objects in Figure3.8, I created

two different shaders. They are the StencilWrite shader for false windows and the StencilRead shader

for occluded objects.

StencilWrite shader

Set the Render queue to ′Geometr y−1′ in the Stenci lW r i te shader to ensure that fake windows will be

rendered first, and all objects whose rendering sequence is ′Geometr y ′ can be blocked and restricted.

The Stencil Buffer section set in SubShader is as shown in the Figure3.9 below, ′_Stenci lRe f ′ is a

custom input variable with a value range of 0 to 255, which is used to allow users to customize the

Stenci l Re f er ence V al ue. In this way, if there are two or more windows and multiple target objects

in the scene, you can set different reference values to allow different windows to selectively render

the model. Comp represents the judgment condition of Stencil Buffer when performing numerical

comparison operations. Common conditions are Gr eater , GE qual , Less, LE qual , E qual , NotE qual ,
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Al w ay s, and Never . Here we use the Al w ay s condition to indicate that this region’s pixels will always

pass. Pass represents the pixel update operation after the stencil test is passed, generally including

K eep, Z er o, Repl ace, Incr Sat , Decr Sat , Inver t , Incr W r ap, and Decr W r ap. Here is set to Replace

in the Stenci lW r i te shader, so the stencil value of all pixels in this area that meet the conditions will

be replaced with the Stenci l Re f er ence V alue.

Figure 3.9: Stencil Buffer settings in Stenci lW r i te shader

StencilWrite shader

The Stenci lRead shader sets the Render queue to ′Geometr y ′ so that the obscured object will be

rendered after the fake window and then judge the value of the stencil. It also sets the ′_Stenci lRe f ′

variable, which is different from Stenci lW r i te in that it represents the Stencil value of the object itself.

At the same time, because only if the object’s pixels that match the comparison criteria (the stencil

buffer value is equal to the reference value) can be passed and rendered in this area, the judgment

condition of the Stencil test is set to Equal, as shown in the Figure3.10.

Figure 3.10: Stencil Buffer settings in Stenci lRead shader

In the end, the effect of the joint of Stenci lW r i te and Stenci lRead is shown in the figure. I created

a circular geometry to represent the fake window in the cut-away effect and assigned the material with

the Stenci lW r i te shader to it. I used material with a Stenci lRead shader on the internal scene model

and finally realized that only in this circular area can the internal car model and walls be seen. And

as the viewing angle moves, the user will observe the car structure from different angles.
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3.4 Improvement of cut-away

Although the most basic cut-away effect has been achieved, there is still room for improvement in the

degree of depth perception. So I mainly divided it into two methods to improve the performance. The

first is to add a blur effect on this basis. The principle is the same as Fischer.[6], which is to blur the

boundary between the real world and virtual objects and turn them into a unified style. The second

way is to switch to Universal Render Pipeline (URP). Through its Shader Graph editor, additional

adjustable special effects can be made more easily, which allows users to flexibly adjust cut-away

effects that better match the external environment.

3.4.1 Adjustable features in URP

Since the stencil buffer cannot be used in URP, the cut-away results previously achieved need to

be re-implemented in URP. When observing some game content, I found a special effect essentially

similar to cut-away, which is the see-through effect. The see-through in the game is generally set to

the main camera of the scene to move with the character of the game. When moving to a place where

the character is blocked by walls or buildings, a circular space will appear around the character. In

this space the walls and other obstructions within the range are invisible. On the other hand, this is a

function of only forming a appropriate perceived spatial relationship in a specific range to observe the

objects behind the obstruction.

The see-through effect is mainly achieved through Shader Graph, I added a custom mask to the

shader graph, passed the calculated mask in the shader’s alpha channel, and used the alpha value

of the mask to control the transparency of the surface material to achieve the cut-off effect. To allow

users to adjust the size of the cut-away area through the UI, when there is only one cut-away area

on a plane, I calculate the circular transparent area through the Formula3.1 and 3.2. The calculation

process in the shader is as shown in the Figure3.11 below.

d = leng th((UV ∗2−1)/ f l oat2(W i d th, Hei g ht )); (3.1)

Out = satur ate((1−d)/ f wi d th(d)); (3.2)

This Formula3.1 and 3.2 is the calculation formula of the Ellipse component that comes with Unity,

where Width and Height are the length and width of the ellipse, respectively, and UV is the input

material UV value. After the intermediate value d is calculated, it is brought into the satur ate function

to normalize the result to the range of 0 to 1, and the final output is the binary black and white result

image shown in the Figure3.11. In this project, I set both W i d th and Hei g ht to the same parameter

Si ze, so that the output result can be guaranteed to be a perfect circle.
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Figure 3.11: Unity Shader Graph implementation for calculating an elliptical mask used for the cut-

away hole

In addition to the basic adjustable size circular binary mask, I also implemented the following

functions:

Adjustable number of fake holes

To increase the number of holes, I added a custom integer variable Number O f Hol e, and Compar i son

and Br unch components, as shown in the Figure3.12. Judging by the Comparison function, when

the value of variable ′Number O f Hol e ′ is greater than 1, a circular texture noise map is used, and

the scaling of the map is controlled by T i l l i ng and O f f set functions to achieve the effect of uniform

distribution of holes on the surface. The switching condition of Brunch is whether the output result of

Comparison is true or false. If it is false, the current number of holes is less than 2, so the result of

the previous step is output. Otherwise, the output result of the Noise map in this step is used.

Figure 3.12: Unity Shader Graph implementation for adjusting the number of cut-away holes
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Smooth transition strength at the edge of the cut-away

After performing the OneMi nus operation on the result of the previous step, enter it into the Smoothstep

function, set the value of one side to 0, and the value of the other side to the custom floating-point

variable Smoothness with a value range of 0 to 1. , As shown in the Figure3.13. Smoothstep can be

used to generate a smooth transition value from 0 to 1, so it can make a smooth transition from the

boundary between 0 (outermost circle) of the circular mask to the smoothness value (how far away

from the outermost circle).

Figure 3.13: Unity Shader Graph implementation for smoothing the transition strength at the edge of

the cut-away hole

Add noise (rough texture)

Because the actual external occluder set is a carton, its surface material is non-smooth material. So

if you want to increase the sense of reality, you can add some noise to the circular mask to simulate

the rough graininess of the carton surface. The process is shown in the Figure4.2c. After finishing

the transition operation of the previous step, multiply the result with the Simple Noise that comes with

Unity to get the mask as shown in the second result image of the second row. Whether to add noise

effect is determined by the custom Boolean variable Noi se. In the same way, if we only want the

edges of the transparent area to be noised, we only need to multiply the smooth result of the previous

step on this basis.

Adjust transparency of fake hole

The operation of adjusting the transparency is placed in the last step as shown in the Figure3.15,

because it is equivalent to the last post-processing step in the execution step of the rendering pipeline,
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Figure 3.14: Unity Shader Graph implementation for adding noise on transparent cut-away hole area

that is, adding an additional effect of changing the transparency on the mask. After all the above steps

are completed, just multiply the result with the custom floating-point variable Opaci t y . To prevent the

result from spilling out of a valid value range, the result mask is limited to values between 0 and 1

by the C l amp function before being entered into the Shader’s alpha channel. Then it is reversed by

One Mi nus, and finally rendered and output as the value of the alpha channel.

Figure 3.15: Unity Shader Graph implementation for adjusting transparency of cut-away hole
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3.5 Blending with the camera image

The process of blending in the last step will vary depending on the use of the Render pipeline. For

Built-in, the function of limiting pixel rendering in stencil buffer itself does not need to be attached to

redundant virtual materials. Therefore, when it is directly rendered onto the occluded object through

the AR camera, the background around the virtual window is always the real occluder material, and

no further adjustment is required. However, the cut-away effect in the URP method depends on the

existence of the virtual material. If the material other than the virtual window area is transparent, it

will be integrated with the perspective area calculated in the middle, and no effect can be produced.

Therefore, only opaque materials can be used around the virtual window. When projecting it directly

onto a real object, the virtual material will cover the real material. At this time, the aforementioned

Formula2.1 is needed to perform blending rendering of the scene and the camera background image.

The basis of blending is the value of the alpha channel in the shader.
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Chapter 4

Results & Discussion

4.1 Data Source

The car model resources used in this project mainly come from Unity Asset Store. The design of

the AR scene uses the Unity 2019.4.28f1 version and the Vuforia 10.1 version of the SDK extension

package. And the results of both methods mentioned in the previous chapter will be rendered to the

actual target occlusion via WebCam.

4.2 Evaluation

Built-in Render Pipeline Method

The rendering result of the Built-in Render Pipeline is shown in the Figure4.1 below. The picture

Figure4.4a on the left is a common cut-away effect. This method successfully achieves the result of

virtual objects appearing inside the occluder, and the different angles of the internal car objects can

be displayed as the view angle changes. This effect looks like a round hole is opened on the side

of the carton, through which the user sees the car model inside the box. Its advantage is that it can

retain the original feature information of the external carton, such as the material of the carton and the

picture features attached to the top, based on adding virtual internal structure information.

The picture Figure4.1b on the right shows the implementation result with the blur effect added.

It achieves a unified style of virtual objects and the external environment by changing the clarity of

the box and the cut-away part inside the box. The blurry image effect smooths the abruptness of the

virtual window boundary in the cut-away effect, making it looks like a window that exists on the carton

as a whole. Compared with the left picture, it increases the depth perception and becomes more

reality.
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(a) Simple cut-away (b) Cut-away with blur

Figure 4.1: Cut-away effect in Built-in Render Pipeline

Universal Render Pipeline Method

The rendering result of the Universal Render Pipeline is shown below. The Figure4.2a and the

Figure4.2b respectively show that when each plane of the box has only one virtual window, the user

can change the size of the hole in real-time through the UI. The value of the Si ze variable at this time

is 0.4 and 0.8 respectively. By changing the size of the perspective area, the user can obtain the

characteristic information of a different number of virtual obscured objects. The larger the hole, the

more virtual information can be obtained. Compared with the Figure4.2b,and Figure4.2c adds a noise

map, which increases the roughness of the perspective area, making it look like the cartons surface

has been thinned by a layer, which increases the realism. The Figure4.2d on the bottom right is the

result of increasing the number of holes on each face. The number of holes on each face is 3x3,

which is also a more reasonable way to increase the amount of information of the virtual feature.

(a) Small size for hole (b) Big size for hole (c) Add Noise Map (d) Increase number

Figure 4.2: Cut-away effect in Universal Render Pipeline (1)

The Figure4.3a and Figure4.3b of this group of pictures represent the value of the Smoothness

variable of 0 and 0.6 respectively. It can be seen that as the smoothness increases, the transition

between the virtual window and the surrounding ordinary materials gradually becomes softer. When

the Smoothness is 0, the virtual window looks like a flat image independent of the occluder; but after

increasing the Smoothness value, the depth of the car model looks greater than the depth of the box

surface, increasing the spatial sense of space. The Figure4.3c and the Figure4.3d shows the situation
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when the Opaci t y variable values are 1 and 0.2, respectively. As the Opaci t y value decreases, the

internal car model gradually becomes invisible, but it is more realistic than the fully visible Opaci t y of

1. Because the translucent perspective area will look thicker, the principle of Figure4.3c is similar to

the previous set of pictures Figure4.2c.

(a) Sharp edge (b) Gentle edge (c) Higher Opacity (d) Lower Opacity

Figure 4.3: Cut-away effect in Universal Render Pipeline (2)

The advantage of the URP method is that it has very rich adjustable features. Users can customize

the desired cut-away effect through the UI panel, which has a very high degree of freedom. But its

current shortcoming is that because the blending function of this method is still under development,

the entire solid virtual box is projected on the real occluder instead of only the middle perspective

window. This caused the false occlusion of the real features and completely lost the information of

the real occluder, so it seems to have a certain deviation from the real cut-away.

4.3 Result Comparison

To make a more comprehensive judgment on the rendering results of the two techniques, I added three

other different depth projection methods with the first two ways Virtual Hole (Built-in Render Pipeline

Method) Figure4.4d and Alpha Mask (Universal Render Pipeline) Method) Figure4.4e for comparison.

The additional approaches added are Simple MR Figure4.4a, Wireframe with MR object Figure4.4b,

and Translucent MR object with wireframe Figure4.4c.

(a) Simple MR (b) Wireframe MR (c) Translucent MR (d) Virtual Hole (e) Alpha Mask

Figure 4.4: A comparison of the five methods: (a)Simple MR, (b)Wireframe with MR object,

(c)Translucent MR object with a wireframe, (d)Virtual Hole and (e)Alpha Mask

Simple MR simply projects the MR object onto the occluder; Wireframe with MR object adds wire-
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frame contour information representing the occluder; Translucent MR object with a wireframe has

lowered the transparency of internal MR objects (car models) based on the Wireframe with MR object

approach. The comprehensive evaluation results of the five methods are as follows (only representa-

tive of personal subjective evaluation).

Key Point / Methods Simple MR Wireframe with MR

object

Translucent MR object

with a wireframe
Virtual Hole Alpha Mask

Depth perception effect 1 2 3 5 4

Amount of information 5 4 4 3 3

Hole Size / / / / p

Number of Hole / / / / p

Opacity / / / / p

Edge transition / / / / p

Rough texture / / / / p

Blur / / / p p

Table 4.1: Method Comparison Result

The numbers 1-5 in the table respectively represent the performance strength of the corresponding

method in this index. The larger the number, the better the performance. From the table, it can be

seen that in the horizontal comparison of the Depth perception effect, Virtual Hole has the best effect,

with a level of 5; while Simple MR has the worst effect, with a level of 1. The depth perception effects

of the other three methods are enhanced in turn from Wireframe with MR object to ALpha Mask.

However, the opposite of the spatial perception affect ranking is the number of information users can

obtain. In this comparison, Virtual Hole gets a lower 3 points, while Simple MR gets 5 points.

The remaining Dynamic adjustment part in the table is a functional comparison of each rendering

method. If the method can adjust the corresponding features, fill in p, and fill in / if it cant. It can be

found that Alpha Mask can achieve all the functions, but the best-performing Virtual Hole can only

achieve the Blur effect.
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4.4 Discussion

After comparing the five methods horizontally, we concluded that the best overall performance method

is Virtual Hole (Built-in Render Pipeline). Because the importance of the Depth per cepti on e f f ect

indicator is greater than the Amount o f i n f or mati on users can obtain, it takes a larger proportion in

the final result analysis. The reason why the sorting result of the Amount o f i n f or mati on is opposite

to the sorting of the Depth per cepti on e f f ect is that the realization of the cut-away effect will limit

the user’s observable field of view. If the field of view is limited, then it is certain that all the information

of the internal MR objects cannot be seen at the same time, and the Amount o f i n f or mati on will

be reduced. As for the remaining functional feature adjustments, they can only help to enhance

spatial perception. Therefore, although Virtual Hole can achieve fewer functions than Alpha Mask,

its performance is temporarily better than Alpha Mask. But the most critical step of Alpha Mask is to

realize the blending operation with the camera screen, so after it is thoroughly developed, there will

be a substantial performance improvement.
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Chapter 5

Conclusion

5.1 Overall

After comparing and analyzing different types of enhanced depth perception technologies, this dis-

sertation proposes two depth perception methods based on different rendering pipelines in Unity to

achieve the cut-away effect of real occlusions. Combining actual application effects, the Virtual Hole

method based on the Built-in Render Pipeline of the two methods can provide a more realistic depth re-

lationship between objects. The difference between the best-performing Virtual Hole rendering model

and some previous similar research papers Otsuki.[12] Mendez.[11] is that Virtual Hole uses a higher-

level Unity engine for overall construction and uses a new shader technology. Technically speaking,

it is easier to extend the function later than other depth perception technologies that use OpenGL.

And it combines the advanced AR extension package, Vuforia SDK, which makes its application in

AR scenes more possible. It will not be limited to simple geometric obstructions but can be applied to

more complex scenes, and you can also add richer interactive functions.

5.2 Future Work

Based on the summary and analysis of the shortcomings of the existing results, the future development

plan of this project is as follows:

• Target tracking technology for AR, to improve the stability of the augment effect (that is, to avoid

the jitter of the virtual image, and to recognize the target without being restricted by the viewing

angle), and to expand the optional range of obstructions. I plan to use Vuforia’s Model Target

function in the future to generate 3D models of a variety of real occlusions and use them as AR

tracking targets. In this way, the problem of instability of the AR projection scene caused by

inappropriate image angles in image tracking can be avoided, and more precise cut-away area
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adjustment applications can be carried out for each kind of obstruction;

• For the Virtual Hole solution, to increase the diversity of its cut-away effects, the project will

improve the perspective area material (such as glass) and customize the area size;

• The focus of the future development of the Alpha Mask solution is to realize the blending opera-

tion with the camera image and replace the virtual material of the non-perspective area with the

corresponding weighted camera image according to the value of the alpha mask.
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