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Abstract

Computational models have been the standard avenue of research into the emergence and
evolution of language in recent decades. One such model, the Evolutionary Naming Game,
combines genetic algorithms with a traditional Naming Game, and is reported to demonstrate
the Baldwin Effect in its results. This dissertation provides a thorough implementation and
evaluation of this model, along with pseudocode descriptions of the algorithms for use by
future researchers. The reported results of the original model were verified, but the same
results could not be observed in modified versions, putting in doubt the original author’s
claims of robustness. Some suggestions for continued use of this model in investigating the
Critical Period Hypothesis and the evolution of social behaviour are made.
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1 Introduction

Language is what distinguishes us from every other animal we share the planet with. The
ability to transfer a thought or an idea from one mind to another through symbolic gestures
and sounds has undoubtedly been one of the reasons behind the success of our species. The
question of how language emerged in humans is deeply fascinating and spans disciplines from
evolutionary biology, to linguistics, to anthropology.

Working backwards in time from the present moment, linguists have reconstructed the proto-
languages that were spoken by our ancestors. The common ancestor to most modern European
languages, among others, is the so called Proto-Indo-European language, with the foremost hy-
potheses as to its origin being the "Kurgan hypothesis" and the "Anatolian hypothesis". The
Kurgan hypothesis, currently the most widely accepted, suggests that Proto-Indo-European
speaking peoples originated in the area between the Black Sea and the Caspian Sea about
6 kya and cites the presence of haplogroups R1a and R1b in modern Europeans as well as
South Asians as evidence [8, 9]. The Anatolian hypothesis places the origin in Anatolia some
8-9.5 kya and is consistent with the known spread of agriculture in the Neolithic period. This
hypothesis is backed by a Bayesian analysis carried out in [2], however it has received criticism
for its methodology and thus is not as widely accepted.

In any case these methods can only take us back a few millennia, whereas evidence for the
origin of language in Africa spans the range from 50-200 kya [10, 11] roughly coinciding with
the emergence of anatomically modern Homo sapiens [12, 13]. The theories for the evolution
of a language ability can be categorised primarily into two camps for which many different
terminologies exist. For the purpose of this dissertation, the theories will be referred to using
the terminology described in [14]; namely "Discontinuity" theories, arguing that language is
saltational, i.e. it appeared suddenly from one generation to the next in one or very few
individuals, and "Continuity" theories, arguing that language is an adaptive behaviour that
evolved gradually. These theories are further elaborated on in Section 2.1.

The lack of direct evidence makes any theorising beyond these dates speculative in nature,
and as such has led to the prevalence of computational models and simulations being the
main drivers of research in the field since the 1990’s.
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Figure 1.1: Distribution of Y-DNA haplogroup R1a. Areas of high incidence are consistent
with the hypothesised spread of Indo-European people groups and languages. Shared with
permission under Creative Commons Attribution-Share Alike 4.0 International license from
[1].

Figure 1.2: Inferred geographic origin of the Indo-European language family according to
the Bayesian analysis in [2]. Areas of high probability of origin are plotted in red, such that
darker red corresponds to higher probability. Blue and yellow polygons correspond to the
hypothesised origins according to the Kurgan and Anatolian hypotheses respectively. Adapted
from [3].
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1.1 Goal

The goal of dissertation is to investigate ways in which agent-based models, namely through
the use of Naming Games (NGs), can be used to simulate the emergence of language in
humans. This is mainly achieved through looking at and implementing one particular Evolu-
tionary Naming Game (ENG), first published by Dorota Lipowska in [7].

To facilitate the discussion, the project can be split into a number of research questions:

Research Question 1 Can the results of the Lipowska ENG be verified?

This question firstly involves implementing the ENG model described by Lipowska [6, 7].
The second phase involves recreating the experiments from the original papers and
comparing the results in order to verify the model. This section of the project will be
discussed in Chapter 3.

Research Question 2 How robust is the Lipowska ENG to modifications?

The Lipowska ENG is claimed by the author to be robust to modifications of the survival
probability function and parameters, and different breeding and mutation rules. The
descriptions of some modifications and experiments run will be provided in Chapter 4.

1.2 Contribution

The main contributions of this dissertation are the following:

• The verification of the Lipowska ENG described in [6, 7].

• The definition of clear pseudocode descriptions of the algorithms used in the Lipowska
ENG for use by future researchers.

• An analysis of the purported robustness of the Lipowska ENG with respect to some
modifications of its rules.

1.3 Overview

Chapter 2 of this dissertation contains a review of the background theory and related work
relevant to this project. Chapter 3 describes the implementation of Lipowska ENG in detail,
followed by an analysis of the results with respect to the original findings. Chapter 4 details
the modifications made to Lipowska’s model and the experiments carried out. Chapter 5,
contains a discussion and analysis of the results of the models described in Chapters 3 and 4.
Finally, Chapter 6 concludes this dissertation with some closing remarks and suggestions for
future work in Section 6.1.
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2 Background & Related Work

This chapter deals with the background knowledge required to understand the material dis-
cussed in subsequent chapters. Firstly, the prevailing theories behind the Emergence of Lan-
guage are discussed in some detail, followed by an introduction to some techniques used to
simulate the emergence of language, with a particular focus on Naming Games.

2.1 Theories on the Emergence of Language

Chomsky’s Universal Grammar (UG) hypothesis [15, 16] attributes the faculty of language
to a "system of categories, mechanisms, and constraints ... considered to be innate" [17].
According to Chomsky there is an underlying universal structure that allows the construction
of all natural languages from a set of rules, i.e. a grammar, and that such a grammar is
genetically encoded into the human brain in the form of an organ or module, sometimes
referred to as a Language Acquisition Device (LAD) [16]. In Chomsky’s own words: "UG may
be regarded as a characterization of the genetically determined language faculty. One may
think of this faculty as a ’language acquisition device’, an innate component of the human
mind that yields a particular language through interaction with presented experience, a device
that converts experience into a system of knowledge attained: knowledge of one or another
language." [18]

This has become the most widely accepted model (since the 1950’s) for how humans are
able to acquire and use language, but the main area of debate centers around the origin of
such an LAD. As mentioned in Section 1.1, these origin theories are categorised by Parravicini
et al. [14] into Discontinuity theories and Continuity theories, and will be referred to as
such throughout this dissertation. The following sections describe these theories in more
detail.

2.1.1 Discontinuity Theories

In describing the origin of language faculty, Chomsky argues that language, being such a
complex and rare behaviour in the natural world, could not have emerged gradually as a
Darwinian adaptation. Instead the LAD, which is in its most basic form a set of symbols and
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rules, and since an organism cannot possess half a symbol or follow 5% of a rule, must be
acquired on an all-or-nothing basis and not through a gradual process [14]. What evolutionary
advantage does possessing a rudimentary version of a complex organ carry if the organ can
only perform its function when it is fully developed? This paradox is why, according to
the discontinuist approach, natural selection cannot explain language and there must be an
evolution-free explanation.

2.1.2 Continuity Theories

Pinker and Bloom, two former pupils of Chomsky, take a different approach in their paper
"Natural language and natural selection" [19]. If language is an innate and universal faculty
in humans, then it follows that it must be a biological adaptation, and therefore necessarily
must be explained by Darwinian evolution. In order for language to be explicable by natural
selection, a number of prerequisite conditions must be true:

Genetic variation There must have been genetic variation in the grammatical competence
of individuals.

Intermediate steps There must have been a series of steps leading from no language at all
to language as it exists now, with each intermediate step being useful to its possessor.

Reproductive advantage Every element of the language faculty must have brought with it
a reproductive advantage large enough to have become fixed in the ancestral population.

Phyletic continuity There must have been enough evolutionary time and genomic space
separating our species from our nonlinguistic primate predecessors.

There is little conclusive evidence for these prerequisites and the discontinuist approach con-
flates this absence of evidence with evidence of absence, which Pinker and Bloom regard as
a premature conclusion. Instead they argue that there is in fact biological evidence for these
postulates.

• Within the "normal" range of grammatical ability, there is a spectrum of the effective
use of language by individuals, from those who use "tangled syntax" to those who
"speak with elegance", which to some degree must be affected by genetics, and beyond
this "normal" range there exist genetically transmitted grammatical deficits.

• Language comprehension abilities do not have to be in perfect synchrony with language
production abilities, as is evident in the fact that a non-Italian speaker could rely on
cognates and general context to understand an Italian newspaper article to a reasonable
degree, allowing possessors of a genetic innovation to retain the ability to communicate
with their peers while also possessing an advantage.

• A selective pressure for an organism to increase its size may be so small that from one
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generation to the next, it can’t be measured against the noise of individual variation, but
this does not mean that given enough time the organism would not grow; a reproductive
advantage does not have to be large to ultimately have an effect on an evolutionary
timescale, as long as it is persistent.

• The absence of language faculty in closely-related species such as chimpanzees does not
exclude the possibility that it may have evolved in some of our ancestor species that
diverged from the chimpanzee-human common ancestor, or the fact that chimpanzees
themselves have evolved since the divergence.

Currently the only mechanism that is capable of describing the design of a complex organ
such as the LAD is natural selection, and the implication that its complexity or uniqueness
exempts it from this explanation is false. Pinker writes in [20]: "if human language is unique
in the modern animal kingdom, ... , the implications for a Darwinian account of its evolution
would be as follows: none. A language instinct unique to modern humans poses no more of
a paradox than a trunk unique to modern elephants."

2.1.3 Baldwin Effect

In discussing the Continuist approach it is important to also discuss a phenomenon known
as the Baldwin Effect. The Baldwin Effect, first written about by J. M. Baldwin in 1896
[21], describes the way in which a learned behaviour can guide the course of an organsim’s
evolution. Superficially this seems similar to a Lamarckian process by which information is
passed from the phenotype to the genotype, e.g. an organism transmitting a behaviour that
it learned during its lifetime to its children genetically, which is known to be impossible, but
it is in fact distinct. Although the Baldwin Effect itself is hard to conclusively observe, there
are a number of observable mechanisms which can be thought to demonstrate it.

Smoothing of the Fitness Landscape

One such mechanism is observed in a simulation carried out by Hinton and Nowlan [4],
which describes how learning carried out through an organism’s lifetime, i.e. changes to its
phenotype, can guide the evolution of subsequent generations, without communicating any
information back to the genotype. Consider a population of organisms, each with a neural
network of 20 connections, which can have a value of either 0, 1. The neural network confers a
large fitness advantage if the connections are configured in one specific way and no advantage
otherwise. In the case where the values of the connections are all genetically determined,
there would be no incremental evolutionary path to the right configuration and as such the
evolutionary search would be to try possibilities at random, with only 1 in every 202 organisms
having the correct one. This extremely unlikely case is what is proposed to have happened by
Discontinuists in human evolution.
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Figure 2.1: Effective smoothing of the fitness landscape when phenotypic plasticity is enabled.
Adapted from [4].

What if instead the organism’s genotype contained three possible alleles for each connection
determining which value that connection should take; 0 or 1, indicating the connection takes a
value of 0 or 1 respectively, or ?, indicating that the value of the connection can be determined
by trial and error over an organism’s lifetime, i.e. that it can be learned. An organism with
ten correct alleles and ten ? alleles would stand a reasonable chance of learning the correct
configuration during its lifetime, and thus of gaining the massive fitness advantage, which in
turn would make it more likely to pass on its genes to the next generation. The phenotypic
plasticity allowed by the ? allele has the effect of smoothing the fitness landscape (see Figure
2.1), creating a fitness gradient from organisms with few correct alleles to organisms with
many correct alleles. In their trials, Hinton et al. find that the correct configuration appears
far earlier than the 220 organisms required for the evolutionary search.

This simulation is well regarded as a solid demonstration of the Baldwin Effect and is even
cited as evidence in [19].

Niche Construction

Another such mechanism is that of niche construction, whereby an organism’s behaviour and
subsequent change of its environment can modify the selection pressures present [22]. All
living organisms interact with their environment, by taking energy and resources from it,
excreting byproducts, and building structures like nests and shelters to name a few examples.
In doing so they will often have an effect on the environment around them at different scales,
from local to global levels, which can lead to the modification of existing or emergence of
new selection pressures, and, if the behaviour is persistent enough, subsequent generations
can then adapt to this niche in the modified environment. Thus the learned behaviour of that
organism can guide its evolution, i.e. the Baldwin Effect.

An example of a niche constructing behaviour from human history is the link between dairy

7



farming and lactose tolerance. Humans may have begun harvesting milk when they first
domesticated cattle but wouldn’t have been able to take full advantage of the new food
source as lactose tolerance generally declines with age after childhood. Nonetheless, this new
behaviour would have resulted in the modification of the selection pressures, whereby it would
have been advantageous for people to retain lactose tolerance into adulthood and avail of an
additional food source. Given that the behaviour was persistent and dairy foods continued to
be available, individuals with an increased tolerance to lactose would have also experienced
increased fitness relative to their lactose intolerant peers, and the cycle continued until the
present day. There is evidence from genetic studies such as [5] that in areas where dairy
farming has been practised for longer, there are also higher levels of lactose tolerance (see
Figure 2.2).

2.2 Simulating the Emergence of Language

Many different types of language games exist for simulating the emergence and evolution of
languages, with perhaps the most common being known as the Naming Game. One of the
primary contributors to the various iterations of NG over the years is Luc Steels, with the first
such model being laid out in 1995 [23].

2.2.1 Naming Game

All NGs follow a basic structure with other variants adding complexity on to the same under-
lying framework. The goal in a NG is usually for a group of initially linguistically unskilled
agents to establish a shared vocabulary for referring to some objects or concepts in their world.
Each step involves two agents, a speaker and a listener, who communicate a word or name
and update their internal vocabularies should a new word be encountered. Specifically the
steps are as follows:

1. A speaker and listener are selected from the pool of agents, along with an object they
are to communicate about.

2. The speaker utters the name of this object in their vocabulary and communicates it to
the listener.

3. The listener looks up this name in their vocabulary and communicates the corresponding
object to the speaker.

4. If the object the listener understood is the same as the object the speaker communicated
about, then the naming game is a success.

5. Otherwise the game is a failure.

Agents construct vocabularies of name-object pairs using the following criteria:
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(a) Measured diversity in milk producing alleles of cattle breeds from low (yellow) to high (red)

(b) Incidence of lactase persistence allele in humans from low (yellow) to high (red)

Figure 2.2: Figure 2.2a shows the genetic diversity of cattle, with areas of high genetic
diversity indicating that domestication occurred longer ago an vice versa. Figure 2.2b shows
the frequency of the allele which allows the production of lactase into adulthood. The high
degree of correlation suggests that the cultural behaviour of dairy farming and consumption
lead to the evolution of lactose tolerance in humans, a possible example of the Baldwin Effect
in action. Adapted from [5].
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• If the speaker contains no name in its vocabulary for the selected object, then they will
invent a new one.

• If the listener does not know the name uttered by the speaker, they will add the name
and object to their vocabulary.

• If the listener and the speaker use the same word to refer to different objects, the game
is a failure and the listener will add the speaker’s name-object pair to their vocabulary.

The interesting thing to note is that after an initial period of linguistic chaos where agents
are trying to establish the "correct" names to use, they will eventually converge on a shared
vocabulary without any rules as to what that vocabulary should look like. A consensus emerges
without any governing body deciding which names should be used for which objects. This
type of NG exhibits "horizontal" communication, that is communication that occurs between
agents in the same generation, and is generally useful when trying to study the cultural
evolution of a language or the diffusion of new words throughout a population.

2.2.2 Alignment

The vocabularies established by agents in a traditional NG are in no way optimal and often will
contain a large number of synonyms and homonyms, resulting in very large vocabulary sizes
as agents try to account for every name of every object possessed by every agent. Steels et al.
[24] describe the process of alignment as a way of addressing this issue. Each name-object pair
is associated with a score which is incremented on successful communication attempts using
that name, and decremented on unsuccessful attempts. When a vocabulary entry reaches a
score of 0 it is discarded. This leads to much more optimised vocabulary sizes and therefore
reduces the computational complexity of such an NG when dealing with sufficiently large
numbers of agents.

2.2.3 Evolutionary Naming Game

NGs can be combined with evolutionary algorithms, where agents are made to reproduce,
die, and mutate. This allows the study of both "horizontal" communication and "vertical"
communication between generations. As the agents in a traditional NG will be the same
agents each iteration, there is not much interesting behaviour to be observed once a shared
vocabulary has been established. The agents of an ENG on the other hand will constantly
be changing as old agents die and new agents replace them, allowing us to observe both the
horizontal and vertical evolution of culture, along with biological evolution on the vertical
axis.
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(a) NG

(b) ENG

Figure 2.3: Figure 2.3a demonstrates the horizontal communication that takes place between
agents in the same generation in a traditional NG. Figure 2.3b demonstrates the horizontal and
vertical communication taking place between agents in the same generation and subsequent
generations in an ENG.
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3 Lipowska ENG

This chapter covers where the bulk of the work on this project was spent. It begins with a
description of Lipowska’s ENG model as outlined in [6, 7], followed by detailing the implemen-
tation of the model, and finally a discussion and comparison of the results to those reported
in the original papers.

3.1 Model Description

The Lipowska ENG, as the name suggests, combines elements of evolutionary naming games
with alignment. Agents occupy a grid and can only interact with the eight grid cells adja-
cent to their own, either through communication or reproduction. The ENG continues until
the specified number of iterations has been reached or there are no longer any living agents:
extinction. A number of user-defined parameters control the model: world size L, communica-
tion probability p, mutation probability pmut , age weighting parameter A, knowledge weighting
parameter B , maximum lexicon size N .

Agents are placed in a square grid of size L ∗ L. Each agent k has an internal lexicon λk of
size N with associated weights wj : 1 ≤ j ≤ N , and an inherited learning ability lk reflecting
the ease with which words are learned, and an age ak , which is incremented at each timestep
t.

Each timestep consists of L ∗ L individual updates (see Figure 3.1 for a flow diagram of one
individual update), such that on average each agent is chosen to speak once and hear once
per t. Communication follows roughly the same process as a traditional NG, as described in
Section 2.2, with the added mechanic of alignment in the form of the word weights.
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Figure 3.1: Flow diagram describing an individual update of one agent in the Lipowska ENG.
Reproduced with permission from [6].

3.2 Implementation

This section contains pseudocode descriptions of the algorithms described in Section 3.1.
Algorithm 1 describes the main simulation loop, and Algorithms 2, 3, and 4 describe the
communication, population update, and reproduction respectively. These pseudocode de-
scriptions were developed with reference to the original descriptions of the model in [6, 7] and
in correspondence with the author of the papers, Dorota Lipowska, to minimise the possible
sources of error should others wish to recreate the model for further research. The model was
implemented in the Python programming language using Jupyter Notebooks.

An agent’s knowledge is defined as the sum of word weights in their lexicon, and is reflective
of their linguistic ability. Agents who have participated in many successful communications
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will tend to have higher knowledge relative to those who haven’t. Additionally, agents with a
higher learning ability will tend to accumulate knowledge more quickly than their counterparts
with low learning ability.

W is the average knowledge over all agents (see Equation 3.2.1), where K is the number of
agents currently alive, and is used in calculating an agent’s individual survival probability psurv
(see Equation 3.2.2), also known as fitness, which is a decreasing function of the agent’s age
and an increasing function of their knowledge. The parameters A and B are control parameters
used to weight the importance of age and knowledge respectively when computing psurv . While
performing preliminary experiments with different values of A and B , it was found that the
model is quite sensitive to these parameters, and any change resulted in extinction within very
few iterations.

Words are generated by randomly selecting a sequence of four lowercase letters, such that
the probability of two agents inventing the same word independently is very small. The
maximum lexicon size was kept fixed at N = 1 for all experiments, as it was in Lipowska’s
own experiments.

W =
K∑

k=1

N∑
j=1

(wj ∈ λk)/K (3.2.1)

psurv = exp(−Aak)× [1− exp(−B
N∑
j=1

wj/W )] (3.2.2)

3.3 Results

The interesting observation made in the results of the original papers is that of the "biolin-
guistic" transition. This transition is reported to occur when the communication probability
p exceeds a threshold value (p ≈ 0.23 in the original, p ≈ 0.12 in the implementation),
and has two distinct but related components; the biological and the linguistic. Moreover this
behaviour is concluded to be a demonstration of the Baldwin Effect.

Figure 3.2 shows a comparison of the original results of the model published in [7] with
those obtained from the recreated model implemented as described in the previous section.
This experiment is intended to be a very obvious example of the biolinguistic transition; the
simulation begins with a low value of p = 0.1 and increases abruptly to p = 0.98, almost
the maximum value, at t = 8000. Shortly after, the success rate climbs to nearly 1.0,
indicating that the vast majority of communications are successful and that the agents have
established a shared language, which has become diffused throughout the population. After a
transitory decrease, the learning ability also rises, implying that the selection pressure for a high
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Algorithm 1 Lipowska ENG: Main simulation loop
Input: L, world grid size
Input: p, communication probability
Input: pmut , mutation probability
Input: A, age weighting parameter
Input: B , knowledge weighting parameter
Input: N , maximum lexicon size
Input: agents, a list of all living agents
1: for timestep t = 1, 2, ... do
2: for update u = 1, 2, ... , L ∗ L do
3: Select random agent kspeaker from agents
4: Select random number r from [0, 1]
5: if r < p then . with probability p
6: if all neighbouring tiles are empty then
7: Skip to population_update
8: else
9: Select random agent klistener from neighbours of kspeaker

10: communication_update(klistener , kspeaker )
11: end if
12: else . with probability 1− p
13: population_update(kspeaker )
14: end if
15: end for
16: for agent k in agents do
17: ak+ = 1
18: end for
19: end for

Algorithm 2 Lipowska ENG: Communication update
Input: kspeaker , agent who is speaking
Input: klistener , agent who is listening
1: if λspeaker is empty then
2: Generate random new word i
3: Add i to λspeaker with weight wi = 1
4: end if
5: Select random word i from λspeaker with probability wi/

∑N
j=1 wj

6: if λlistener contains i then
7: Increment wi from λspeaker by lspeaker
8: Increment wi from λlistener by llistener
9: return success

10: else
11: Decrement wi from λspeaker by lspeaker
12: Add i to λlistener with weight wi = 1
13: return failure
14: end if
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Algorithm 3 Lipowska ENG: Population update
Input: k , agent undergoing the population update
1: Compute average lexicon weight W
2: Compute survival probability psurv
3: Select random number r from [0, 1]
4: if r < psurv then . with probability psurv
5: Agent k survives
6: if a neighbouring tile is empty then
7: reproduce()
8: end if
9: else . with probability 1− psurv

10: Agent k dies
11: Remove agent k from list of all agents
12: end if

Algorithm 4 Lipowska ENG: Reproduction and inheritance
1: Select random number r from [0, 1]
2: if r < pmut then . with probability pmut

3: lk = lparent
4: Select highest weighted word i from λparent
5: Add i to λk with weight wi = 1
6: else . with probability 1− pmut

7: Select random number l from [0, 1]
8: lk = l
9: Generate random new word i

10: Add i to λk with weight wi = 1
11: end if
12: Add new agent k to list of all agents
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learning ability has increased greatly. The rate begins to ease after roughly 1000 iterations,
as the proportion of mutations which are higher than the current average learning ability
becomes increasingly smaller, giving the curve a distinct sigmoid shape. The constituents of
the biolinguistic transition are evident in Figure 3.3 and Figure 3.4, where the languages and
learning abilities of individual agents are plotted for both the small-p and large-p phases. Also
notable is the correlation between agents with the same languages and learning abilities in
Figures 3.3b and 3.4b. This is likely a side effect of the word inheritance mechanic, further
discussed in Section 4.1.3.

The Baldwin Effect is exhibited in the fact that the change of communication intensity, in
effect a cultural change in the learned behaviour (language faculty) of the agents, leads to
the natural selection of a high learning ability universally, a biological change. In the small-p
phase, the clusters of agents using the same language are small and having a large learning
ability is not advantageous as communications are more often than not unsuccessful. Once the
communication intensity increases, the clusters start to grow and a new niche presents itself
which directs the evolution of subsequent generations. Agents with a high learning ability are
now at an advantage as they are more likely to be successful in communicating and thus to
increase their knowledge, which in turn increases their fitness.

Figure 3.5 demonstrates another interesting effect of changing p. p is increased continuously
from 0.1 to 0.5 over the course of the simulation, instead of the abrupt increase in the
previous experiment. What follows is a multi-stepped behaviour of plateaus separated by
rapid transitions, as opposed to the single sigmoid transition of Figure 3.2. The language and
learning ability maps of the various plateaus are plotted in Figure 3.6.

The inverse biolinguistic transition is reported when p is decreased rather increased, which
causes a population of agents with an initially high learning ability to naturally select for a
lower one, however interestingly with a different threshold value of p than when increasing.
This phenomenon was not observed in the recreated model and in fact the learning ability
continued to increase as p decreased. A comparison of the hysteretic behaviour of the original
model and the observed behaviour in the recreated model is shown in Figure 3.7.
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(a) Original

(b) Recreated

Figure 3.2: Experimental results demonstrating the natural selection of a high learning ability
after an increase in communication intensity. The communication probability is initially set
to p = 0.1 and increased to p = 0.98 at t = 8000. The remaining parameters for these
experiments are the following: L = 40, N = 1, pmut = 0.001, A = 0.005, B = 5. Plot of
original results reproduced with permission from [7].
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(a) Original: small-p phase
(b) Recreated: small-p phase

(c) Original: large-p phase
(d) Recreated: large-p phase

Figure 3.3: Illustration of the linguistic component of the "biolinguistic" transition. Figures
3.3a and 3.3c show the language spoken by each agent, with each greyscale level corresponding
to a different language. In the small-p phase, the model is in a chaotic state, with many
different languages spoken by small clusters of agents, which transitions to a homogeneous
state in the large-p phase. Figures 3.3b and 3.3d show the same effect in the recreated model,
with each colour representing a different language. The parameters for these experiments are
the following: L = 60, N = 1, pmut = 0.001, A = 0.005, B = 5. Plots of original results
reproduced with permission from [6].
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(a) Original: small-p phase
(b) Recreated: small-p phase

(c) Original: large-p phase
(d) Recreated: large-p phase

Figure 3.4: Illustration of the biological component of the "biolinguistic" transition. Figures
3.4a and 3.4c show the learning ability of each agent, with each greyscale level corresponding
to a different learning ability, going from low (white) to high (black). The small-p phase is
characterised by a low learning ability across the board except for some small clusters, and
once again the large-p phase is more homogeneous, with most agents having a high learning
ability. Figures 3.4b and 3.4d show the same effect in the recreated model. The remaining
parameters for these experiments are the following: L = 60, N = 1, pmut = 0.001, A = 0.005,
B = 5. Plots of original results reproduced with permission from [6].
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(a) Original

(b) Recreated

Figure 3.5: Experimental results demonstrating the multi-stage transition from low to high
learning ability as communication intensity increases continuously from p = 0.1 at t = 0 to
p = 0.5 at t = 200000. The remaining parameters for these experiments are the following:
L = 60, N = 1, pmut = 0.001, A = 0.005, B = 5. Plot of original results reproduced with
permission from [6].
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(a) Learning ability: small-p plateau (b) Languages: small-p plateau

(c) Learning ability: middle-p plateau (d) Languages: middle-p plateau

(e) Learning ability: large-p plateau (f) Languages: large-p plateau

Figure 3.6: Learning ability and language plots for each plateau in the continuous p-increasing
scenario. The parameters for this experiment are the following: L = 60, N = 1, pmut = 0.001,
A = 0.005, B = 5.
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(a) Original

(b) Recreated

Figure 3.7: Comparison of average learning ability for different values of p when increasing
and decreasing p. Plot of original results reproduced with permission from [6].

23



4 Modifications

This chapter discusses some modifications that were made to the Lipowska ENG and exper-
iments carried out on the modified variants. First a description of the modifications is laid
out, followed by the results obtained from these modified versions.

4.1 Description

In implementing the original Lipowska ENG, it seems some of the design choices were made
arbitrarily. In order to better understand the effect of these choices on the behaviour of the
model, some modifications are proposed and discussed in the following sections.

4.1.1 Survival Probability

Referring back to the calculation of survival probability using Equation 3.2.2, one choice stands
out; the survival probability of an individual agent refers to a property of the entire population,
namely W , the average knowledge over all agents. It seems an interesting choice that the
fitness of one agent could be affected by a property of another. Instead shouldn’t the first
agent’s fitness be independent of other agents?

The proposed modification to Equation 3.2.2 is shown in Equation 4.1.1. Here s refers to the
individual success rate of an agent, i.e. the ratio of the number of successful communications
made by that agent to the total number of communication attempts initiated by that agent.
The parameter C is a control parameter introduced to replace B in Equation 3.2.2. The value
of C is chosen so as to make the fitness landscape as similar to that of the original model
as possible. For a comparison of the two fitness landscapes plotted as surfaces see Figure
4.1.

psurv = exp(−Aak)× sC (4.1.1)

24



(a) Original (b) Modified

Figure 4.1: Plotted here are the surfaces of Equations 3.2.2 and 4.1.1. Age and knowledge
are plotted on the horizontal axes of Figure 4.1a, and age and success rate on the horizontal
axes of Figure 4.1b. The vertical axes of both figures show the fitness, with the maximum
(indicated with blue) at low age and high knowledge or low age and high success rate. The
values of A and B are 0.005 and 5 respectively, and the value of C is set to 0.005, such that
the surface is similar to that of the original function.

4.1.2 Word Acquisition

Agents can acquire new words in three ways:

1. Inventing a new word.

2. Learning a new word as listener after failed communication attempt.

3. Inheriting highest weighted word from parent.

As shown in Algorithms 2 and 4, the initial lexical weight given to a newly encountered word
is 1, equivalent to the maximum possible learning ability. In the first case this makes sense, as
an agent should know well how to use a word that they themselves have invented. However,
in such a simulation where word learning is such an important mechanic, why is an agent’s
learning ability only used when they are hearing or otherwise using a word they already know,
and not when learning it for the first time? The modified version of Algorithm 2 substitutes
line 3 such that wi = lspeaker and line 12 such that wi = llistener and the same applies for lines
5 and 10 of Algorithm 4 with wi = lk .

4.1.3 Word Inheritance

A similar point can be made about the inheritance of the parent’s highest weighted word by the
child. By simply implanting the word into the child’s lexicon at birth, learning is not allowed
to take place. Could newly born agents instead rely on the fact that they will communicate
with other agents in the neighbouring tiles (including the parent), who are themselves likely
to speak the same language as the parent because of their proximity? Theoretically, the
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behaviour of agents within language clusters would likely remain similar to that observed in
the Lipowska ENG, but there might be interesting observations to be made at the regions
where multiple language clusters meet. Some child agents may prefer to use the language of
other agents around them over their parents’ language.

4.1.4 Non-exclusive Updates

Communication updates and population updates are exclusive in the Lipowska ENG, meaning
that as p is increased and therefore 1− p decreases, agents are much less likely to die simply
because they are less likely to face a population update. Agents should not be less likely to
die simply by the action of communicating more frequently instead of by any benefit that
that more frequent communication may bring. This modification discards the parameter p
and instead has agents perform both a communication and a population update at each
step.

4.2 Results

Here the results of the various modifications are presented, with a more detailed discussion
left for Chapter 5. The parameters for all these simulations unless otherwise stated are the
following: L = 40, N = 1, pmut = 0.001, A = 0.005, B = 5, pstart = 0.1, pend = 0.5. pstart

and pend are the values of p at the first and last iteration respectively, with the value of p for
any given iteration in between being a linear interpolation between these two values.

4.2.1 Survival Probability

In this case (see Figure 4.2), there is no biological transition to high learning ability despite
the continuous increase of p over time. Convergence on a single language still occurs after
10-20k iterations, indicating that although agents have a low average learning ability, they are
still able to communicate effectively, further evidenced by the high success rate.

4.2.2 Word Acquisition

As previously mentioned, there are three cases in which agents acquire new words. Figure
4.3 shows the results for a number of different scenarios. In two cases, the convergence on
a high learning ability and a single language happens early on, even before p has increased
significantly. The third case exhibits the expected multi-stepped behaviour, but with one
notable difference; the maximum average learning ability is slightly lower than previously.
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Figure 4.2: Results of simulation with new fitness function. Convergence on a learning ability
of 0.2 occurs after 5k iterations and does not increase despite the continuous increase of p
from 0.1 to 0.5.

4.2.3 Word Inheritance

Word inheritance seems to be very important to the original ENG’s behaviour. Without it
the simulation stays in a multilingual state as new languages are constantly being invented by
new offspring and no large language clusters can form (see Figure 4.5). A very low average
learning ability is also observed (see Figure 4.4).

An alternative would be to allow agents invent words only after a certain age before which
they can only learn, further discussed in 6.1.

4.2.4 Non-exclusive Updates

Similarly to the alternative word learning scenarios, the simulation converges on a high learning
ability early on (see Figure 4.6). Furthermore, the dominant language has also been established
by 8000 iterations, which is slightly earlier than in other scenarios.

A more interesting experiment might be to genetically determine an agent’s propensity for
communicating, further discussed in Section 6.1.
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(a)

(b)

(c)

Figure 4.3: Figure 4.3a shows the results when all three methods of word acquisition set
the word weight to the agent’s learning ability. Figure 4.3b shows the results when word
invention has a unit weight and word learning and inheritance use the agent’s learning ability.
Figure 4.3c shows the results when word invention and inheritance use a unit weight and word
learning uses the agent’s learning ability.
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Figure 4.4: Results of simulation with no word inheritance. The learning ability very quickly
converges on a value close to 0 and does not change throughout the duration of the simulation.

(a) t = 50000 (b) t = 100000

Figure 4.5: Language plots for no word inheritance experiments. No language clusters are
allowed to form as new words are constantly being invented.
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Figure 4.6: Results of simulation where every agent faces a communication update and pop-
ulation update at every individual update.
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5 Discussion

This chapter contains a general discussion of the results of the models from the preceding
Chapters.

5.1 Lipowska ENG

As stated in Section 1.1, one of the goals of this project is to implement and verify the Lipowska
ENG. Contrary to what is reported by Lekvam et al. [25], the results of the Lipowska ENG
are reproducible.

For those experiments described in the original papers [6, 7], the results obtained by the
recreated implementation were mostly very similar and the same observations could be made.
The biolinguistic transition dependent on the value of p was observed for a number of different
population sizes ranging from 30× 30 = 900 to 60× 60 = 3600. The transition can also be
seen as a demonstration of the Baldwin Effect by niche construction. The notable exception
to this is in the case of p-decreasing experiments, where the hysteretic behaviour of the model
was not observed.

In summary, two conclusions can be drawn from these results; firstly, the implementation of
the Lipowska ENG described in Chapter 3 is correct and the pseudocode descriptions therein
can serve as the basis for continued research. Secondly, the results reported by Lipowska in
[6, 7] are verified to be correct, except for p-decreasing scenarios.

5.2 Modifications

Lipowska claims that the ENG is "to some extent robust with respect to some modifications
of its rules. For example, qualitatively the same behavior is observed for modified parameters
[A] and [B], different form of the survival probability psurv (provided it is a decreasing function
of [a] and an increasing function of

∑
j wj), or different breeding and/or mutation rules." [7]

Considering this, at least some of the modifications from Chapter 4 should produce the same
or similar results as the original.
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In reality, the model was found to be very sensitive to different values of A and B , with most
values resulting in either immediate extinction of all agents or no biolinguistic transition at
all. Consequently all of the results presented in this dissertation use the values A = 0.005

and B = 5, the same values suggested by Lipowska. The new fitness function outlined by
Equation 4.1.1, although it is a decreasing function of age a and an increasing function of
knowledge

∑
j wj , resulted in completely different behaviour.

Among the modifications to the breeding and mutation rules are those introduced in the word
inheritance and word learning sections. The removal of word inheritance has a great impact
on the model’s behaviour, where agents are essentially not able to establish a language to use.
Instead many languages exist simultaneously and are continuously invented and forgotten as
agents are born and die. As a result of the low proportion of successful communications, there
is no advantage to having a high learning ability as agents are not likely to be able to increase
their knowledge and thus their fitness. The modifications to word acquisition also present a
departure from the model’s expected behaviour. When all three methods of word acquisition
are made to set the new word’s weight to the agent’s learning ability, it is immediately useful
for the agents to have a high learning ability, and the same applies for when only word learning
and word inheritance use the agent’s learning ability, but word invention uses a unit weight.
The third case, when the learning ability is only used in word learning, results in the multi-
stepped biolinguistic transition that is characteristic of the continuous increase of p. This
again suggests that the word inheritance mechanic is critical.

The final modification allows agents to both communicate and carry out the evolutionary
processes of breeding and dying in the same update, in some ways analogous to setting p = 1.
This means that large language clusters can form much faster than otherwise and having a
high learning ability is immediately beneficial.

Seemingly the ENG is not as robust as is claimed by Lipowska, but further analysis would help
to clarify this.
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6 Conclusion

This chapter presents the closing remarks of this dissertation, with reference back to the goal
and research questions stated in the beginning.

As stated in Section 1.1, the goal of dissertation is to investigate ways in which agent-based
models can be used to simulate the emergence of language, looking specifically at the Lipowska
ENG [6, 7]. The goal was further split into the following research questions:

1. Can the results of the Lipowska ENG be verified?

2. How robust is the Lipowska ENG to modifications?

The answers to those research questions are the following:

1. As concluded by the discussion in Section 5.1, the Lipowska ENG is verifiable. The
results produced from recreating the original experiments were very close to those re-
ported. This enabled the investigation of the second research question.

2. The Lipowska ENG is not robust to changes of the parameters A and B , nor is it robust
to modifications of the fitness function as far as the one suggested in Section 4.1.1.
Furthermore it is not robust to changes in the transmission of language between parent
and child agents. The model is however robust to changes in population size.

In this respect the original goal was achieved and this project can be considered a success.

6.1 Future Work

A great effort was made to clarify some of the ambiguities of the original articles and to
provide pseudocode descriptions of the ENG, such that others could use this model as the
basis for further research. As such, this section will describe some suggestions for building on
the work carried out during the course of this dissertation.

The word inheritance mechanic was found to be central to the behaviour observed in the
Lipowska ENG, however it still leaves questions about why agents inherit language rather than
learning it. As opposed to the modification in Section 4.1.3, future models could introduce a
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period of childhood or infancy, during which agents can only learn language. This could allow
language clusters to grow sufficiently large, before agents start inventing languages of their
own. This could also be combined with an investigation into the Critical Period Hypothesis —
a hypothesis claiming that there is a time window in childhood whereby language acquisition
is associated with lower cognitive effort, after which it becomes much more difficult [26] —
giving agents a boosted learning ability during childhood, which then fades as they age.

Another possibility could be a continuation of the non-exclusive update variant. What if,
instead of every agent communicating at the same rate at every iteration, agents were given
an individual genetically determined communication probability? Would the selection pressures
of the environment favour highly social and linguistically skilled agents or vice versa?
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