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While smartphones and other mobile devices have gone through enormous innovation in
recent years, they are still resource constraint due to their size and require to offload some
of the computationally expensive tasks to Cloud Computing Servers. However, Cloud
Servers are plagued by low latency and bandwidth, as they are generally located remotely,
in relation to the user. Multi-Access Edge Computing (MEC) is a next generation Cloud
Computing architecture that brings some of the power of a Centralised Cloud Server to
the edge of the radio access network. As MEC servers are deployed at the edge of the
radio access network they are capable of providing application service with low latency
and high bandwidth as compared to traditional Centralized Cloud Servers. MEC servers
are however also resource constraint when compared to a Centralized Cloud Server, and
are capable of running only a finite number of services on a single edge server. Hence,
large applications have to be decomposed and distributed onto different edge servers,
using a dedicated service placement algorithm that optimizes the placement of services
on different edge nodes.

However, MEC faces a critical challenge, due to the increasing mobility of users. This
is because, placing of services at edge servers closer the current location of the user, can
be made redundant by, due to the movement of the user. This leads to increased latency
and results in a decrease in the Quality of Service. Hence, service placement algorithms
need to consider the future movement of the user, before placing services on edge servers.

To address these challenges, two state of the art route prediction algorithms, that
are based on Sequence to Sequence and Hidden Markov Models, are implemented in this
dissertation. These algorithms are then integrated into an existing Service Placement



Algorithm, to prioritize the placement of services at edge servers closer to the predicted
trajectory of the user.

These route prediction models are evaluated on the accuracy of their prediction as
well as the average distance of the prediction from the actual route. The performance of
the route prediction algorithms are also compared, in the context of the service placement
algorithm, by measuring the average network latency of the service, the average waiting
time and the resource utilization of the edge servers.

The results of this study, confirm that route prediction algorithms do indeed improve
the performance of service placement algorithms. Furthermore, the route prediction al-
gorithms implemented in this dissertation outperform a baseline Cluster Based Hidden
Markov Model, implemented in existing research.
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Chapter 1

Introduction

There has been a massive increase in the number of mobile users over the last decade.

According to Statistica.com, by 2025, the number of mobile users will grow to around

7.48 billion [31]. This adoption trend can be noticed in even backwards and remote

areas. Furthermore, the popularity of mobile devices has led to a proliferation of a wide

array of mobile-based services and applications. These services range from applications

in e-commerce, entertainment, business and even healthcare. Moreover, the portability

associated with Mobile Devices is seen as an advantage, leading to this increase in mobile-

based services.

While technical innovation will continuously improve the capabilities of mobile devices,

they are resource-limited due to their size restriction. Due to this, mobile devices will al-

ways be inferior in their performance compared to static devices. Moreover, mobile devices

are known to suffer from poor connectivity as well as experience variable performance and

reliability [41]. Furthermore, resource heavy applications like image processing, machine

learning and augmented reality, as well as location-based services with heavy reliance on

GPS, are gaining popularity at a rapid pace and are slowly becoming an integral part of

our daily lives [15]. Due to this, mobile devices will have to rely on external resources to

provide services to users while maintaining good user experience [15].

The emerging field of Cloud Computing can address some of these limitations of mobile

devices by offloading any additional computational and storage requirements from the

mobile device itself onto the cloud. Cloud computing provides software and hardware as

a service over the internet. By doing so, mobile devices can now serve highly demanding

applications on low resource devices, independent of the location, as long as there is a

stable internet connection. Mobile devices access cloud-based services by routing requests

through the closest base station to the Cloud Server to serve the corresponding request

[23]. Due to this, Cloud-Based services can sufficiently serve computationally intensive
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requests that do not have low latency requirements.

While computation offloading to cloud servers has its own merits, the excessive amounts

of latency lost due to round trips, between the mobile device and the cloud, can make it

impossible to rely on cloud-based services for time critical applications [23]. The growth

of IoT Based applications in various fields ranging from process automation to traffic con-

trol, rely on external services to provide great precision and low latency [43]. Additionally,

there is also a significant rise in the number of mobile users who are dependent on the

internet for their daily needs, leading to tremendous load and an increase in congestion

on the core network’s capacity. (Ericsson, 2016) claims that by 2022 the percentage of

mobile subscriptions that are internet-enabled will be around 90% [14]. Due to this appli-

cations that have high latency and bandwidth constraints will have to look for alternative

solutions to provide the required level of performance.

1.1 Motivation

Multi-Access Edge Computing is a new paradigm in cloud computing that aims to address

some of these challenges by bringing a small fraction of the computational processing

power and storage of a Centralized Cloud Server closer to the user [40]. By moving

servers closer to the user, the latency of the user’s request can be improved by processing

and serving requests right at the edge of the network, saving crucial network time and

reducing the load on the network. The reduction in latency and the improvement in

bandwidth also provides an opportunity for mobile devices to serve real-time and highly

critical applications [16]. Furthermore, 5G, the next generation of mobile networks, along

with Multi-Access Edge Technology, can drastically improve the Quality of Service for

the users.

Since MEC servers are limited in their resources, a single edge server may fail to serve

demanding applications and hence such application services need to be distributed be-

tween different available edge servers. To achieve this, algorithms for service placement

were introduced that are used to algorithmically, divide the application’s service between

different edge servers and are also tasked with placing the service in edge servers closest

to the user. This helps in reducing the latency while still serving larger applications.

Traditionally, to serve an application request, the service request for a particular applica-

tion is sent from the mobile device to the Cloud Server running the placement algorithm.

The placement algorithm then fetches information about the available edge servers, like

latency and available resources. Once the placement algorithm gets all the required infor-

mation, it places the request among the top k servers that meet the given requirements of

the application. Furthermore, the criticality of the application is also another metric that
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is considered while serving application requests [8]. In this manner, traditional placement

algorithms can appropriately serve application requests from mobile devices that meet

their specific requirements.

Although Service Placement Algorithms can sufficiently solve most of the challenges

of centralised cloud computing, MEC is facing a new challenge concerning the increasing

mobility of the user [22][32]. This is because the user movement can lead to an increase

in latency and delay in the application’s service. It can also affect the connectivity and

the experience of the user. Maintaining continuity of service and experience in the pres-

ence of user movement is quite challenging due to the inherent unpredictability of user

movement [32].This problem becomes more pronounced when users rely on MEC servers

for highly time-critical services where the Quality of Service of the request needs to be

maintained throughout the user’s journey. Furthermore, with the increasing number of

IoT devices and mobile users in Smart cities, there is a need to develop a novel place-

ment algorithm that can consider the user’s Mobility. This can be done by optimising the

service placement algorithm depending on the future path of the user.

To solve these challenges, a Mobility Aware Service Placement Algorithm and Route

Prediction algorithm was implemented in [8], to improve the Quality of Service for mo-

bile users. The mobility aware service placement algorithm showed an improvement in

performance, among the different metrics used, against baseline service placement algo-

rithms that were not optimized to handle user mobility. However, this system was tested

on mobility traces acquired through simulation and custom routing algorithms and made

use of simple clustering algorithm for route prediction. Furthermore the route prediction

algorithm was not evaluated thoroughly and the viability of its performance is unknown.

Due to the lack of concrete testing present in existing work, there was a natural interest

in studying different route prediction algorithms individually and in the context of service

placement models as well as evaluating their performance on real trajectory data.

1.2 Research Objectives

This dissertation is based on the following research question: Can route prediction models

improve the performance of service placement algorithms in Multi-Access Edge Systems

under real trajectory data?

The main objectives of this study are:

• Study and implement different state of the art route prediction algorithms.
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• Evaluate and Compare the individual performance of the route prediction algo-

rithms.

• Integrate the route prediction models studied in this dissertation with a service

placement model from existing work.

• Conduct extensive simulations and evaluate the performance of the service place-

ment algorithms on real trajectory data.

To achieve these objectives in this study, a Hidden Markov Model and a Sequence to

Sequence network, based route prediction models have been studied and implemented in

this dissertation. These models have been integrated with a Ant Colony Based Service

(ACO) Placement Algorithm, studied in [8]. Furthermore, to study whether the route

prediction algorithms are capable of predicting the future trajectory of a user, they have

been tested and evaluated against a baseline Cluster Based Hidden Markov Model imple-

mented in [8]. Similarly the performance of the Mobility Aware ACO Service Placement

algorithm will be compared with a general ACO based Service Placement Algorithm. The

results of this study, will generate appreciable insights in the domain of Mobility Aware

Service Placement Algorithms and will help shape future research in this area.

1.3 Outline of the Dissertation

The rest of this dissertation is structured as follows: Chapter 2 presents the state of the art

in Service Placement and Route Prediction algorithms. It also describes the design of the

MEC system and service placement algorithm implemented in existing works. Chapter 3

presents the design of the algorithms implemented in this study. Chapter 4 gives a detailed

description of the implementation of these route prediction algorithms and the dataset

pre-processing steps as well as introduces the simulation environment, where the service

placement experiments are run. Chapter 5 discusses the evaluation process used and the

results acquired. Chapter 6 Concludes the dissertation and describes the limitations and

future work of this study.
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Chapter 2

State of the Art

This section will present a background overview on MEC Systems and Service Placement

Algorithms. This chapter will also explore the related literature on Route Prediction

Algorithms and will describe some of the fundamental concepts on Recurrent Neural

Networks and Markov Models.

2.1 Background Review

2.1.1 Multi-Access Edge Networks

Since the beginning, mobile devices, that include devices like smartphones, IoT based

smart objects etc., were envisioned as the future of computing [34]. Many complex ap-

plications were built to be run on mobile devices which brought applications that were

run on static devices like computers on mobile devices. However, since it was not pos-

sible to bring apps, that required resources that were only available on computers with

large resources, to mobile devices, due to their limited storage and computing capacity,

the concept of Mobile Cloud Computing (MCC) was thought up to solve the limitations

of these portable mobile devices [48]. Mobile Cloud Computing was capable of moving

such complex applications away from mobile devices and onto the Cloud. Using these

techniques, MCC’s were also able to reduce the energy consumption of mobile devices

[44]. Nevertheless, the use of MCC’s lead to high latencies and scalability problems and

was associated with privacy and security concerns [11].

To solve the challenges associated with MCC’s, the concept of Edge Computing was

proposed, with Cloudlets being the first of such an architecture introduced by [42].

Cloudlets is an Edge Computing architecture that brought the computing power of Cloud

servers to the edge of the network, where the placements of such servers were strategically

decided. However, cloudlets were capable of supporting either Wifi or cellular networks
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at a time and faced major problems with long-range connectivity [2] [33]. Similarly, Fog

Computing, another edge computing architecture, was introduced by Cisco in 2012, that

brought the computational power from the core of the network to the network edge [5].

Fog Computing has had widespread applications in smart cities from sensor data to con-

nected vehicles [33]. It also helps reduce the load on the network by serving compute as

well as storage solutions in proximity to the user [48]. However, for real-time services with

low latency and high bandwidth demands, both these systems are incapable of providing

the required quality of service.

Compared to the architectures discussed, Multi-Access Edge Computing (MEC), brings

resources of a centralized cloud server from the network core to the edge of the Radio

Access Network (RAN) [34]. The placement of servers close to the users, allows applica-

tion services to achieve real-time latency as well as bandwidth requirements [48]. This

provided a means of serving complex applications that require real-time service on mo-

bile devices, improving the Quality of Service of the users. Compared to MCC, MEC

systems are also capable of serving contextual information based on the location of the

request. This opens up enormous opportunities for serving applications in the connected

vehicles space as well as V2X technologies. Furthermore, localized computationally inten-

sive tasks, like object detection and surveillance benefit, from the ultra-low latency and

high bandwidth of MEC systems, as they can now avoid the sending of huge amounts

of data over the network to a centralized cloud [39]. The advantages of having ultra-low

latency also facilitates the use of applications such as traffic control and real-time ana-

lytics computed on sensor data collected in smart cities. By processing applications with

huge data requirements at the edge, MEC’s can also serve to reduce network stress on

the cloud server [44]. Additionally, as MEC servers allow for flexible deployment options

in areas closer to the RAN, bigger edge aggregation centres can be built to tackle the

growth of traffic incurred due to the rise of IoT devices [34]. Due to this, even the growth

of IoT devices as well as the collaboration of such devices in environments like, smart

grids, intelligent transportation systems, and smart cities, can be easily managed in MEC

systems [34].

2.1.2 MEC Service Placement

While MEC’s have proven to improve the quality of service for many different applica-

tions, they are resource constraint, when compared to Cloud Servers. When coupled with

an increasing number of applications and mobile network traffic, the latency, as well as

waiting times for application service, can increase drastically, leading to poor Quality

Of Service [48]. To tackle this challenge, the application service need to be distributed
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between multiple MEC servers [48]. However, to optimize the performance of the system,

the placement of services at the different edge servers has to be examined carefully [4].

Furthermore, placement of services in edge services that are already serving multiple re-

quests can lead to multiple disruptions in the application’s service, caused due to frequent

disconnections [4].

Since resources on MEC servers are limited, Service placement algorithms are used

to optimize the placement of service on multiple different edge servers, to improve the

performance of the MEC network. These algorithms are NP-hard as they depend on

multiple factors like a large number of edge servers and the number of services offered by

MEC systems [59] [51]. For instance, traffic information as well as other location-based

services, that are offered to a taxi need to be placed at edge servers that are located closest

to the taxi. As such services require low latency and high bandwidth, MEC systems need

to support not only such requirements but also multiple such requests for services that

may arrive for instance, from multiple taxis.

Several different types of service placement solutions have been proposed in previous

studies. Most of these solutions can be broadly classified into Exact, Heuristic and Meta-

Heuristic algorithms [8].

Exact algorithms are a group of algorithms that always find optimal solutions by

searching through the entire solution’s space [51]. [56] uses an algorithm based on the

popular exact Integer Linear Programming algorithm for service placement to optimize

the cost involved with placing services at different edge servers. [57] uses an enumera-

tion algorithm that uses dynamic programming to divide the problem into sub-problems.

Compared to [56], [57] tries to optimize the traffic of data that arrives at each edge service.

While such exact algorithms are capable of finding an optimal solution, they are compu-

tationally expensive as they have to explore the entire solution space before arriving at a

solution [51].

On the other hand, heuristic algorithms are capable of finding optimal solutions by

restricting the solution space according to a given constraint. [20] uses a Cluster-based

approach for service placement along with a Greedy Algorithm to calculate the distances

between Radio Access Networks and Edge servers. The paper aims to optimize the place-

ment of services in edge servers that satisfy a certain heuristic, which in this paper is the

amount of acceptable delay. Similarly, [29] uses a greedy based heuristic algorithm for

service placement in V2X. The study tries to optimize the latency or delay at different

edge servers. While heuristic algorithms are capable of computing solutions to problems

quicker than Exact algorithms, they face a high risk of getting stuck in local maximas [8].

Metaheuristic algorithms are heuristic-based approaches, that try to find optimal so-

lutions using an iterative process [8]. [59] uses a metaheuristic algorithm based on the
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Ant Colony Optimization algorithm for scheduling services on cloud servers. This model

follows a multi-objective approach where the heuristics used for optimizing the perfor-

mance of the MEC system are, the time to completion of service and the cost of the

service. Similarly, another study uses a model-free Duelling Deep Q Network algorithm,

where a multi-objective problem is modelled as a Markov Decision Process [55]. In this

study, the authors try to optimize the scheduling of services on different edge servers,

based on the patterns of the user requests, the available resources on the edge servers

and the data dependencies for each of the requests. Compared to Heuristic algorithms,

a Meta-Heuristic based approach utilizes an iterative process, that make such algorithms

capable of avoiding the local maxima problems that Heuristic algorithms face.

2.1.3 Mobility Aware Service Placement

The studies discussed above try to improve the performance of the MEC system, but do

not account for the mobility of the user. The mobility of the user poses a real challenge, for

MEC systems, especially for the provision of real time services that have hard constraints

on the latency and delay of the service. To address this challenge, recent studies have

incorporated user mobility into service placement algorithms [58], [52] [26].

[58] uses a Multi-Arm Bandit Model for service placement in an MEC system in the

presence of user mobility. The model collects mobility information from the users and then

uses such information as context for the service placement algorithm. The authors, make

two assumptions, which are that the users are willing to share their data and the users

that are in the same location at the same time, will request similar services. However,

such an assumption is not generalizable, and in a large smart cities with edge servers

offering many different applications such an assumption cannot be held.

[52] uses a Meta-Heuristic algorithm that is based on the Genetic and Simulated

Annealing algorithm. The algorithm treats the service placement algorithm as an opti-

mization problem, where the response time of the MEC system has to be optimized. This

algorithm does show better response times when compared to other widely used heuris-

tic algorithms the Genetic algorithm and the Simulated Annealing algorithm. However,

when compared to previous works, their system relies on prior knowledge of the users mo-

bility to build their Mobility Aware Service placement algorithm on. This study does not

rely does not rely on mobility prediction systems in conjunction with a service placement

algorithm to evaluate their model on real trajectory data.

On the other hand [26] uses prior user mobility information for service provisioning

in MEC systems. They predict the next location of the users movement and use that to

set up application services in areas with higher user requests. The heuristic algorithm
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used in this paper aims to maximize the utility of the network and improve the network

delay of real time applications. This paper make use of a simple auto regressive mobility

prediction algorithm, however, no information is provided on the data or the performance

of the prediction algorithm.

While all these studies utilize the movement of a user to place services, none have

employed a dedicated route prediction algorithm, that is capable of predicting either

partial or the full route of the user. In later sections we will describe how this study uses

a Service Placement Algorithm that utilizes route prediction algorithms to achieve better

placement performance.

2.2 Route Prediction

Route prediction algorithms have been recently gaining traction due to their many differ-

ent applications. These algorithms have been commonly used for modelling location-based

information such as the gathering of traffic information as well as the calculation of alter-

native routes that depend on current traffic information. Furthermore, these prediction

algorithms have also been applied for fetching information on different points of interest

close to the predicted route of the user [2].

Map Matching, is a commonly used pre-processing step, that maps GPS coordinates

to unique ids, instead of using raw GPS coordinates for prediction. The more popular

Map Matching technique, which is followed by [46], [10], [19], [37], maps GPS coordinates

to unique identifiers of road segments. That is, GPS coordinates that fall near a particular

road segment are all matched to the id of that road segment.

Since a Hidden Markov Model and variations of Recurrent Neural Network-based

Sequence to Sequence models have been implemented for route prediction in this disser-

tation, the next section will focus on some of the algorithms that have been implemented

in the literature in these respective fields.

2.2.1 Markov Models

Markov Models are probabilistic models that are based on the Markovian formalism, that

in a sequence of events, future states only depend on the current states [17] . Markov

Models can be divided into Fixed Order and Variable Order Markov Models.

Fixed Order Markov Models

Fixed Order Markov Models, depend on a fixed number of previous states to calculate the

probability of moving to a new state. A first-order Markov Chain is the most simplest form
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Figure 2.1: Structure of a Simple Markov Chain

of a fixed order Markov Model, where the current state only depends on the previous state.

At the heart of any fixed order Markov Model, is a Probability Matrix called the Transition

Probability Matrix (A) [49]. This Matrix is used to compute the probability of moving

from one state to another. Equation 2.1, shows how the probability of transitioning

from current state t given all the previous states, is calculated using just the conditional

probability of the current state given the previous state, if the order of the model is 1.

The transition probability matrix, contains all such transitions from previous states to

next state.

P (St|S1, S2, S3, . . . , St−1) = P (St|St−1) (2.1)

A common approach applied to calculating transition matrices are based on computing

the frequencies of observations of states in the context of a given state. This approach is

only viable when the data on the population is given.

Variations to Markov Chain Models, include orders of dependence on previous states

greater that one. For instance, an order 2 Markov Chain are modelled using equation 2.2:

P (St|S1, S2, S3, . . . , St−1) = P (St|(St−1, St−2)) (2.2)

While all the states in a Markov Chain Model are observable, i.e. we can observe

the values of such states, a Hidden Markov Model is another fixed order Markov Model,

that can be represented by a set of Hidden States that describe the Observable States

in the model. Hidden Markov Models are capable of capturing complexities in the data,

that are otherwise governed by factors unknown, which is not possible in standard Markov

Chain Models. Moreover, the transition probabilities in a Hidden Markov model represent

the probabilities of moving from one hidden state to another. Observable states do not
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Figure 2.2: Structure of a Hidden Markov Model

have transition probabilities, however, Hidden Markov Models introduce the concept of

a Emission Probability, which is the probability of observing an Observable state Oi in

a particular Hidden State Hj. Equation 2.3, shows how the emission probabilities are

calculated using given frequencies of the hidden and observable states.

P (Oi|Hj) =
Frequency of Oi given Hj∑N
k=1(Freq of Ok given Hj)

(2.3)

where, N is the number of Observable states in the model.

Variable Order Markov Models

Variable Order Markov Models are a group of Markov Models where the order of the

dependence on previous states is not fixed. In contrast to fixed-order Markov Models,

Variable Order Markov models learn the conditional distributions of a model based on

variable contexts, which is dependent on the available statistics from the input data [49].

These models present the flexibility of modelling complex sequences, by using higher as

well as lower-order dependencies [49].
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2.2.1.1 Markov Based Route Prediction Algorithms

The popularity of Markov Models has grown tremendously since their roots in the 1960s

when it was first applied to speech-based models [36]. After periods of continuous refine-

ment since then, these models have been successfully used in many different applications,

from natural language tasks to diagnosis of different diseases as well as the prediction of

different weather patterns [21] [36].

Since Markov Models were designed to model sequential data, these models have had

great success with modelling user mobility, which is evidenced by the breadth of research

that is dedicated to using the Markovian Process for the task of route prediction [53] [10]

[37].

(Simmons et all) conducted some of the earliest research on route prediction, where a

Hidden Markov Model was used to mine trip patterns from a historical dataset of users

trajectory [46]. The model also used contextual data like the destination of the user and

current timestamp to improve the performance of the model. While the study does claim

an accuracy of around 98%, the evaluation was conducted on a dataset that included only

46 trips. Furthermore, the prediction is based on the assumption that the driver follows

a routine, which can be mined for future prediction. This assumption will work well for

personalized route prediction, however, may not work as well for highly variable data like

taxi data.

[53] on the other hand, improves upon this work, by using a variable order HMM

on taxi data to mine mobility patterns by using a Probabilistic Suffix Tree for route

prediction. They used Multiple VMM’s to model different mobility patterns that are

influenced by different traffic conditions. The model was also evaluated on real taxi

trajectory data from the city of Shanghai.

[10] proposed a personalized route prediction system that uses a first order markov

model to predict the intended route of the user, which is also capable of predicting devi-

ations in the driver’s intended route. However, the model has been designed to predict

the route given information about the origin and destination of the user. The model is

evaluated on trips collected from two different drivers, where the model is able to predict

with an accuracy of 97% for driver 1 as compared to 65 % for driver 2. Moreover, the

evaluation was conducted on only a maximum of 81 trips and the poor performance of

trips is because of the inability of the algorithm to optimize for larger trips.

Compared to the building of a standard Hidden Markov Model for route prediction,

[19] uses a frequency co-occurrence matrix instead of transition and emission probabilities

to build a simple, lightweight HMM model for the route as well as destination prediction.

While the model is able to achieve an accuracy of about 94%, the dataset used to evaluate
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the model was generated using simulation, with only variations of 23 origin and destination

pairs being used. This approach has been used as our baseline model in this study, an

will be tested an evaluated on real trajectory data.

[30] uses a Variable Order Markov Model to predict the destination as well as the route

of a user. The model also is capable of predicting routes in real-time and can dynamically

predict deviated routes.

[37] uses an advanced clustering algorithm with a trajectory prediction model based

on Markov chains. This paper was designed specifically to scale to big data trajectories

involving dense urban trajectory data.

[17] uses a traditional Hidden Markov Model for modelling the mobility of a user,

where an optimized version of the Viterbi algorithm is used for prediction. Compared

to the previous studies that map GPS coordinates to identities of different roads on the

map, a grid-based map matching algorithm is used in this study to map GPS coordinates

to the identities of grids, that divide the map. However, the model is capable of only

predicting the next sequence in a route. In our study, we use an adapted version of the

work done in this paper, and we modify it to predict future trajectory sequences of any

length.

In our study, we chose to adopt a Hidden Markov Model as one of our route predic-

tion models, due to its ability of modelling sequential data well. While other Markov

Models like Variable Order Markov Models have shown great performance for the task

of route prediction as well, they suffer due to their computational complexity that grows

exponentially with the increase in the context vector. Additionally, given the number of

studies that have utilized HMMs effectively for the purpose of route prediction, it felt like

a reasonable choice to implement and compare such a model against other more complex

models.

2.2.2 Recurrent Neural Networks

Out of the various deep learning algorithms, Recurrent Neural Networks (RNNs) have also

been modelled specifically to deal with applications involving sequential data. Compared

to vanilla neural networks, RNNs do not require any assumption of independence between

the data points. This is desirable, as there are many such applications, where data

points related in time need to be modelled. For instance, in natural language processing,

sentences are related in time, which fails the independence assumption that standard

neural networks require [24]. Furthermore, Neural Networks cannot deal with variable

length sequences, which limit their applicability, to many different sequence based tasks

[24]. Moreover, when compared to Markov Models, recurrent neural networks are capable
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of working with longer sequences [24]. This is due to the incapability of fixed size Markov

Models from drawing on dependencies from timesteps older than the order of the model.

RNNs are Feed Forward Neural Network, where the outputs from each RNN layer are

fed as inputs to the next layer [24]. Figure 2.3, depicts the architecture of a simple RNN

network unfolded in time. Each RNN layer is governed by an RNN cell. These cells come

in different variations and are used for different purposes. Three main types of RNN Cells

are commonly used. These are the Standard RNN Cell, the Long Short Term Memory

Cell and the Gated Recurrent Unit Cell.

Figure 2.3: Recurrent Neural Network Architecture

Standard RNN Cell

The standard RNN cell is what is commonly refer to when RNNs are discussed in

general. The standard RNN cell contains a hidden state ht, which is a simple multi layer

perceptron with an activation function. The hidden state is a vector representation of the

past and current events.

ht = tanh(Wh ∗ ht−1 +Wxxt + b)

yt = softmax(ht)
(2.4)

Where ht is the hidden state at the current timestep, ht−1 is the hidden state from

the previous timestep, and xt is the input for the current timestep. Wh and Wx are the

trainable weight matrices and b is the bias. In the RNN cell, the activation function used,

is a tanh function and the softmax function converts the ht into probabilities, using which

the predictions are made.

Long Short Term Memory (LSTM) Cell

The Standard RNN Cell suffers from capturing long term dependencies [9] [3]. This

is because gradients reduce to zero or can explode when the sequence that is trying to be
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Figure 2.4: RNN Cell Architecture

modelled is very long [3]. This problem is also generally known as the vanishing gradient

problem in vanilla RNNs [3]. The LSTM cell tries to solve this problem, by improving

the memory capacity of the RNN cell. This is achieved with the introduction of a gating

mechanism, which controls the effects of previous and current timesteps on the internal

state of the cell. The forget gate, the input gate and the output gate are the three main

gates that are commonly present in an LTSM cell. Different variations of the LSTM cell

also may have missing or additional gates present. Apart from the various gates that

are present in an LSTM cell, a memory cell, most commonly known as the cell state, is

another vector, similar to the hidden state, that is present in the LSTM cell. The cell

state is responsible for storing long term memory in the LSTM cell, while the hidden

state is responsible for the current working memory. The cell state vector is modulated

using the input gate and the forget gate, to modify the information stored in the cell state

from previous and current timesteps. Due to this the LSTM layer has 2 different output

vectors, that are the hidden state and the cell state.

Equation 2.5 lists the different equations for the LSTM cell [9]:

15



Figure 2.5: LSTM Cell Architecture

ft = σ(Wfhht−1 +Wfxxt + bf )

it = σ(Wihht−1 +Wixxt + bi)

c̃ = tanh(Wc̃hht−1 +Wc̃xxt + bc̃)

ct = ft · ct−1 + it · c̃t
ot = σ(Wohht−1 +Woxxt + bo)

ht = ot · tanh(ct)

(2.5)

In the equations given above, ft represents the forget gate, it the input gate and ot

the output gate. xt is current input data point, ht is the hidden state, ct is the cell

state for the current LSTM layer and the ˜ct−1 is the candidate cell state vector for the

current LSTM layer. Figure 2.5 shows, the architecture of the LSTM cell. The plus

sign represents weighted addition and the cross sign represents the product of different

intermediate values in the cell.

The Input gate governs what information is saved from the new data point at the cur-

rent timestep, in the cell state, while the forget gate governs what existing data needs to

be forgotten in the cell state acquired from previous timesteps. The effect of the different

gate vectors on the cell state is calculated by passing these vectors through a Sigmoid
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activation function, which passes the data forward if the value is 1 and forgets the data

if the value is 0. Finally, the output gate controls what information from the previous

hidden state and the current cell state is added to the current hidden state. Similar to

the standard RNN cell, the hidden state is overwritten at every timestep, while the cell

state is capable of saving information of interest from timesteps many layers deep. In this

way, the LSTM cell is capable of achieving long term memory in the LSTM cell.

Gated Recurrent Unit (GRU) Cell

Major state of the art algorithm were being replaced by RNN based algorithms, because

Figure 2.6: GRU Cell Architecture

of the introduction of the LSTM layer. However, the introduction of the many gating

mechanism and separate memory cell, made the task of training an RNN network with

LSTM cells computationally expensive. The GRU cell was introduced by [6], to try to

resolve some of these challenges by reducing the complexity of the cell, while maintaining

the superior performance of the LSTM cell. The GRU cell contains only 2 gates as

compared to the LSTM. These are the update gate and the reset gate [54]. To reduce the

complexity of the cell, the GRU layer, merges the input and forget gate of an LSTM cell

into a single update cell [54]. The following are the equations for the GRU cell [54]:
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rt = σ(Wrhht−1 +Wrxxt + br)

ut = σ(Wuhht−1 +Wuxxt + bu)

h̃t = tanh(Wh̃h(rt · ht−1) +Wh̃xxt + bu)

ht = (1− ut) · ht−1 + ut · h̃t

(2.6)

In the equation, rt is the reset gate, ut is the update gate, h̃t is the candidate hidden

state vector, ht is the current hidden state. σ is the sigmoid activation function. Compared

to the LSTM cell, the GRU cell, does not have a cell state.

Vector Representation

Vector representations of data are easily processed by many machine learning models

as they improve the model’s performance. This is because, many categorical variables

in their natural form, are not easily interpreted by machine learning models, as these

models primarily deal with values that have some form of relationship between them.

Therefore, various techniques are used to convert raw categorical data, into machine

understandable form. Due to this, Recurrent Neural Network models also only deal with

vector represented input data.

The most simplest form of vectored categorical data is the one hot encoded vectors.

One hot encoded vector are binary vectors with a length equal to that of the number of

categorical variables in the vocabulary. These vectors are zero vectors with the exception

of the index of the categorical variable that is marked as a one. For instance, if there are

5 categorical variables, that are integers from 1 to 5, then one hot encoded vector for 1 is

[1,0,0,0,0].

However, recent studies have used vector embeddings for representing categorical val-

ues, instead of one hot encoded vectors, where the categorical value is transformed into a

vector of dimension d. The vector embeddings are either trained separately or during the

training process of the prediction algorithm, to convert data into a vector space, where

they are more closely related. Embedding vectors can improve the training time of the

machine learning models by using a a smaller dimension embedding as compared to one

hot encoding vector, which is especially beneficial when the number of categorical values

are large. However, this can also lead to a minor loss in performance. In this disserta-

tion, we use One Hot Encoded vectors, since the performance gains, between the 2 vector

representations were negligible.

Relevant Work

Since the introduction of the LSTM layer, Recurrent Neural Network models have had

huge success, with applications ranging from speech recognition to language translation
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to even traffic prediction [45] [27]. Due to the recent successes that RNNs have had,

there have been a few studies that have applied variations of the RNN network to route

prediction.

One such study implements and evaluates the performance of a Sequence to Sequence

model with a LSTM Cell for mobility prediction [50]. Compared to traditional approaches,

[50] argues that the use of continuous locations for prediction is able to solve the problem of

inaccuracies occurring during the discretization of taxi locations which can be caused due

to the presence of trajectory data with varying timesteps. However, this approach cannot

be applied to datasets with some missing timestamps for each location. Furthermore,

the model introduced in this paper can only predict the next location of the taxi future

route (t + 1) given the previous trajectories of the user (1,2,3,...t). This again does not

take full advantage of a Sequence to Sequence RNN model that allows for variable route

prediction.

Compared to [50], [25] implements a doubly stacked two-layer GRU based RNN net-

work that predicts future route segments of the taxi trajectory. It also uses a grid based

map matching technique to convert the GPS positions into a sequence of grid cells iden-

tities similar to [17]. The paper compares the model’s performance with an n <3 order

Markov model and a particle filter algorithm, where the Deep RNN network shows better

performance when evaluated with Precision, f1 score and Hamming loss. However, since

the model relies on a simple RNN network instead of an Auto Encoder model, the model

is incapable of working with and predicting variable-length sequences.

As compared to the previous studies, [13] uses a unique space partitioning approach

based on kd-trees that divides the map according to the density of taxi routes in the

dataset. The paper then proposes a simple LSTM based neural network to predict the

destination of the taxi. It then calculates the top k routes of the user, using the predicted

destination as the context. The problem with such an approach is the cost associated

with a wrong destination prediction. Since the prediction of the destination guides the

prediction of the taxi’s route, the performance of the destination prediction should be

reliable enough even if a small percentage of given route has been traversed. However, on

evaluation, the destination prediction algorithm has a distance from the true destination,

greater than 2 Kms when only 25% of the route is traversed, and greater than 1 km when

60% of the route is traversed. Such an approach if applied to retrieve the available edge

servers for service placement can lead to higher latencies and frequent service placement

inaccuracies due to the prediction of highly inaccurate routes during the start of the taxis

trip.

From studying the literature, it is evident that only a few studies make use of variants

of RNN based networks. However, these prediction models are incapable of dealing with
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variable length sequences, which is crucial for effective mobility optimized service place-

ment algorithms, as the service request from the user, may not always contain previous

trajectory of length similar to what the model is capable of working with. Hence, in our

study we implement and evaluate variations of Sequence to Sequence models, that have

the flexibility required for predicting future route segments of variable sizes.

2.3 Previous Work

In this section, some of the important work done in [8], that this is dissertation is depen-

dent on, will be discussed. This includes a MEC System and a Mobility Aware Service

Placement Algorithm. Furthermore, a Cluster Based Hidden Markov Model from [8],

used as the baseline route prediction model in this study, will also be discussed in the

next chapter.

2.3.1 MEC System Architecture

Figure 2.7: Major Components of the MEC System

Fig 2.7 shows the high level architecture of the MEC System implemented in [8]. There
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are three relevant components, in the context of this dissertation, that will be described

below:

• Cloud Server

The cloud server is responsible for communicating with each and every edge server

over the network using Ethernet communication protocol. It tracks the edge servers

present in the system and is also responsible for scheduling and placing of services on

different edge servers. The cloud server manages the Service Placement Algorithm,

and in the case of Mobility Aware Service Placement, also manages the Prediction

of the users’ future path.

• Edge Servers

The Edge Servers are responsible for serving user requests at the edge of the radio

access network. Each server can be represented by the total resources on the server

TRi, available resources ARi, reserved resources RRi and the location of the edge

server loci [8]. Resources Ri are made up of cpu ricpu and ram riram levels. The

MEC system is also used for tracking the different edge servers in the MEC system.

• MEC User Component

The MEC user component is used to model user behavior. It can be divided into

static and mobile users. Static users are users that do not change their position

with time. For instance, [8] have studied the performance of placement systems in

the context of opera users. Mobile users are users that are capable of changing their

location with time. A mobility aware service placement algorithm was studied in

the context of Ambulance users in the [8]. Since this dissertation is dealing with

taxi user mobility, a new user component has been implemented that captures the

mobility of the taxi users.

The high level flow of this system in reference to service placement, can be summarized

as, a user sends a request for a service to the closest Edge Server. This request is then

sent to the Cloud server component, where the service Placement algorithm is triggered,

the Cloud Server is then responsible for physically placing the services on the selected

edge servers.

2.3.2 Service Placement Algorithm (Ant Colony Optimization)

We re-use the service placement algorithm implemented in [8], to evaluate the perfor-

mance of our route prediction models in the context of service placement. This placement

algorithm is based on the Ant Colony Optimization algorithm, which is a meta-heuristic
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swarm intelligence algorithm [12]. The intuition of the algorithm is based on techniques

inspired from Ants to find the shortest path to a food source [12]. Ants use pheromones

to mark pathways to food sources that are closer in distance. The more the amount of

pheromones left behind, the higher the probability of the ants picking that path and the

higher are the changes of picking the better path. This repetitive process finally converges

to all the ants traversing on the path that was found to be the most optimal given the

current task. This same technique is applied to many different fields from scheduling to

routing [12].

A similar approach is used to select the servers for placing services at. Apart from the

use of pheromones, to mark better placement of services, a heuristic is used as well, which

is based on the amount of cpu and ram available on an edge server. Figure 2.8 shows a

high level overview of the ACO based Service placement algorithm.

Figure 2.8: Ant Colony Optimization Algorithm: High Level Overview

This Ant colony Optimization algorithm is dependent on the following variables:

• Number of Ants, N

• Number of Services M

• Number of Edge Servers L

• Number of Iterations I

• Pheromones,P of size L X M

• Ant Matrix, A of size N

• Heuristic, H of size L X M

• EdgeProbability, prob of size L

• alpha α, influences the selection of edge servers based on available pheromones

• beta β, influences the selection of edge servers based on pheromones
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• Delta δ, amount of pheromone deposit

• Placement Pl, of size M

Each ant has a memory associated with it, for every service. This is used to save

the identity of the best edge server for every service in each ant. On every iteration this

memory is re-written, to store the best service and edge server combination.

The ACO algorithm can be divided into four steps. The forward movement, Optimal

Ant Selection, backward movement and global evaporation.

Forward Movement

Algorithm 1: Forward Movement

Given ant n and service m

for i from 1 to L do

if L(i) can fit (rcpui , rrami ) then
h = 0.5 ∗ rcpui + 0.5 ∗ rrami

prob(i) = P (i, n)α + hβ

end

end

j = Select random Edge with prob ≥ random(0,1)

ant(n) + memory(j, m)

The forward algorithm is run for every ant and for every service required by the user.

For a particular ant and service, the Forward algorithm computes a probability that is

dependent on the pheromone and the heuristic magnitudes. The effects of the pheromones

and heuristic on this probability is controlled using the alpha and beta parameters cor-

respondingly. An exploration step then selects a random edge with probability greater

than a random number between 0 and 1. This is used as a regularization step to explore

some of the other edge servers before the selecting the best one, that aids in avoiding local

optimas.

Optimal Ant Selection

Algorithm 2: Forward Movement

latencies = [N]

distances = [N]

for i from 1 to N do
latencies(i) += ant(i).memories.latencies

distances(i) += ant(i).memories.distances

end

optimalAnt = argmin(latencies*0.5 + distances*0.5)
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In the Optimal Ant selection step, the memories of the ants modified in the forward

movement step are used to retrieve the ant with lowest combination of latency and distance

from user.

Global Evaporation

In this step all the pheromones are reduced by δ.

Backward Movement

In this step the pheromones for the optimal ant will be increased by δ.

All these steps in order are repeated for I number of iterations. Finally, on the last

iteration, from the memories of the optimal ant, the edge servers that were chosen by the

algorithm is returned to the cloud server. The cloud server will then place the individual

services on the difference edge servers as required.

For purposes of integrating mobility prediction, the ACO algorithm is fed only avail-

able edge servers that are closest to the future trajectory of the user. In this way the

service placement algorithm can optimize its performance according to the user’s mobility.

The route prediction algorithms in [8], were trying to model Ambulance mobility.

However, due to the lack of Ambulance mobility data, algorithms, like Graphhoper, were

resorted to, to generate traces between accident and hospital locations in the city of

Dublin. Moreover, the route prediction algorithms were based on simple clustering and

probabilistic methods, that were able to perform quite well, due to the lack of stochasticity

in such user generated datasets, as well as the use of very small dataset for prediction.

Additionally, only one or two route alternatives between these locations were added to

the training dataset, which resulted in a total of only 44 training samples. These mobility

models were trained on this small dataset, with no evaluation conducted on the individual

performance of these algorithms.

Therefore in this dissertation we try to rectify most of these challenges, by using a

Real Trajectory dataset.

2.4 Summary

In this chapter, a background overview of MEC Systems and Service Placement algorithms

was given. Furthermore, various papers that implemented service placement algorithms

were discussed, and the importance of mobility aware service placement algorithms was

highlighted.
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Furthermore, different Markov and RNN based route prediction models in the litera-

ture were discussed as well. The reasoning behind choosing a Hidden Markov Model and

Sequence to Sequence RNN model was also described.

Finally, this chapter was concluded, by describing the MEC system and the Service

Placement Model, implemented in an existing work, that this dissertation depends on.
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Chapter 3

Design

This chapter outlines the different approaches taken to design the route prediction algo-

rithms implemented in this dissertation. It also introduces and describes the design of

the route prediction algorithm implemented in [8], which is used as a baseline model for

this study.

3.1 Problem Overview

Figure 3.1: Mobility Aware Service Placement Problem Diagram

We have highlighted in previous chapters, the challenges associated with MEC systems

in providing low latency and high bandwidth services to users on the move. It was

discussed that most service placement algorithms place services at edge servers that are

closer to the user at a point in time. Due to the mobility of users, such service placements

are made redundant, as users are no longer close to the edge server that the service was
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originally placed on. Hence, it is understood that service placement algorithms need to

prioritize the placement of services with consideration of the future route of the user. To

tackle this, our study relies on dedicated route prediction algorithms to predict the future

route of the user so that services can be placed along the predicted path of the user.

By maintaining low latency and high bandwidth throughout the journey of the user, the

Quality of Service for the user will also improve.

In this dissertation we use a Real taxi trajectory dataset to build and evaluate our

models on. Traditional route prediction algorithms assume that human trajectory contain

regular or noticeable patterns[17]. While this assumption may hold true for most regular

individuals, it is not true in the case of taxi user mobility. This is because taxis usually

do not follow similar routes daily, as pickup and drop off points of customers are mostly

random. Hence the systems implemented in this dissertation, should be able to account

for the complexity of taxi mobility [17]. By building route prediction algorithms on such

mobility traces that are highly stochastic in nature, these models can be re-used and

applied to other mobility traces easily.

3.2 System Overview

Figure 3.2: High Level System Design

This study uses a Mobility Enhanced Service placement Algorithm based on Ant

Colony Optimization (ACO) and a MEC system built in [8] to evaluate our models on.

We implement a Sequence 2 Sequence Encoder-Decoder model and an attention based

Sequence 2 Sequence Encoder-Decoder model as the two recurrent neural network models

for route prediction. Due to the popularity of Markov Models, especially Hidden Markov

Models for route prediction in the literature, we also implement a Hidden Markov Model

inspired from work done in [17]. Finally, we also extended a Cluster based Hidden Markov
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Model implemented in [8] to compare the performance of our route prediction algorithms

with.

Figure 3.2 shows a high level design of out system. In our system, Service requests

from taxi users will be sent to the closest edge node. This request will then be forwarded

to the Cloud Server where the route prediction algorithm is called using the trajectories

of the taxi so far. Then the ACO based Service Placement Algorithm from [8] will be

initiated to place services on different edge servers. Then the dedicated route prediction

algorithms will predict the future trajectory of the taxi, by which available edge servers

closest to that future route can be acquired. These edge servers will then be sent to the

Service Placement algorithm to place services on appropriate edge servers. The Service

placement algorithm will then return the list of available edge servers, on which services

have to be placed by the cloud server.

3.3 Grid Based Map Matching

Figure 3.3: Grid Map with 9 Unique Grid Cells

To improve the computational performance of the route prediction models, these model

will deal directly with discrete data. Due to this, GPS coordinates that are continuous

in nature, need to be discretized. To achieve this, in this dissertation, we use a grid map

representation of the original map, where the area of the map is divided into N number

of cells. Each cell in the grid map is a region of space that has a unique id. Vehicle
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movement in the map can now be denoted by a sequence of grid cells instead of GPS

coordinates.

3.4 Route Prediction

This section will describe the design of the route prediction algorithms.

3.4.1 Recurrent Neural Network Model

Recurrent Neural Networks are well suited for the task of sequence modelling. They had

great success in recent times in the domain of natural language processing. The models

that have had the most success with complex sequential data are based on the concept

of an encoder-decoder network. These networks are commonly referred to as Sequence

to Sequence models. In our dissertation, multiple variations of the Sequence to Sequence

model have been studied and implemented. The next sections will describe the design of

these models in this study.

3.4.1.1 Sequence to Sequence Networks

Figure 3.4: Sequence to Sequence RNN Architecture

Standard RNN networks are capable of mapping input sequence to output sequences,

with good performance, whenever the length of the input and the output sequence is

known ahead of time. [47]. Since, the partial trajectory of the user and the future route

prediction are variable length sequences by themselves, the use of a standard RNN cell

does not justify the loss of flexibility associated with it. [47] proposed a new neural

network architecture that divides the input network and the output network. By dividing
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the RNN into two separate networks, the length of the partial route sequence and the

predicted route sequence are now independent of each other and can have size of variable

lengths.

Figure 3.4 shows the architecture of the standard Sequence 2 Sequence model. The

sequence to sequence model is also known as an encoder decoder model, as the first RNN

network acts as the encoder, that encodes the input sequence in a fixed size vector and

the decoder network, decodes the output sequence using that fixed size vector. In the case

of LSTM cells, the fixed size vector contains the cell state as well as the hidden state of

the last LSTM cell in the encoder network. For GRU and standard RNN cells, the fixed

size vector only comprises hidden states of the last layer of the encoder network.

In the encoding network, the input sequence is read and a fixed size vector is returned.

The equations for the encoder network are given as [47]:

ht = f(xt, ht−1)

c = q(h1, h2, ..., hT )
(3.1)

Where f and q are non linear functions, ht is the hidden states at time step t and c is

the fixed size vector.

The decoder network predicts the output sequence Y, given he previous predicted

data points. Equation 3.2, shows the mathematical representation of the output sequence

and equation 3.3, shows how the current data point yt at time t is predicted using the

previously predicted data points, with the help of the context vector and the hidden state.

p(Y ) =
T∏
t=1

p(yt|(yt−1, yt−2, .., y1), c) (3.2)

p(yt|(yt−1, yt−2, .., y1) = a(yt−1, c, hdt) (3.3)

Where, Y is the is the entire output sequence, a is non linear function that represents

the RNN cells, hdt is the hidden state of the decoder RNN cell at time t and c is the fixed

size vector, also known as context vector from the encoder.

In the next section, we will discuss possible limitations of the standard Sequence to

Sequence network and introduce a new Attention Based Sequence to Sequence model.

3.4.1.2 Attention Sequence to Sequence Model

The standard Seq2Seq Encoder-Decoder model proposed by [47], only uses a fixed size

vector, i.e. the context vector, for decoding the output sequence. [1] claims that this

approach, restricts the performance of the model, and that the model should be capable
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Figure 3.5: Hidden Markov Model: Conditional Probabilities Calculation

of retrieving parts of the input sequence that are relevant for the prediction of particular

data point yt in the output sequence. This approach of scanning the source sequence

for relevant information to be used in the decoding process, is known as the attention

mechanism in RNNs. For instance, while both the standard Seq2Seq model and the

attention seq2seq model have been applied successfully, to Machine Translation tasks,

the attention model shows superior performance due to the in built attention mechanism,

that focuses on words in the input sequence that are highly correlated with words in the

output sequence. While there are many studies that have proposed their own attention

mechanism, we used the original implementation of attention mechanism studied in [1].

Figure 3.4, shows a simplified structure of the attention model. Compared to the

standard Sequence to Sequence model, we can observe that all the encoder hidden states

contribute to the decoding process. This is achieved by creating context vectors using

the hidden states from all the encoder layers. For each prediction of a output data point

at point t, a separate context vector is trained and used that pays attention to specific

values in the source sequence.

The encoder network for the model can be formulated as follows [1]:

p(yt|yt−1, yt−2, ..., y1) = g(yt−1, hdt, ct) (3.4)

Where, hd is the decoder hidden layer at time t and ct is the context vector for the

current timestep. Each timestep has a separate context vector as compared to [1]. g is a

non linear function, that represents a RNN cell and yt is the output from decoder at the

current timestep.
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ct =
∑
i=1

TxWtihei (3.5)

Here, Wti is the weight matrix for the current encoder layer i. Tx is the number of time

steps in the input sequence or the number of encoder network layers and hei is the encoder

hidden state for layer i.

The context vector vector is dependent on the calculation of alignment scores eti and

the weight matrix Wti, that score Hidden States in the Encoder Network according to

their importance for the current decoder output. The equation of the alignment score is

given below:

eti = a(hdt−1, hei) (3.6)

The alignment score for encoder hidden state i and decoder output t, is dependent on

the ith hidden state in the encoder and the previous hidden state of the decoder. a

represents a trainable simple Multi-Layer Perceptron that generates a vector of scores for

each timestep in the encoder network. This simple MLP function is also trained along

with all the other components in the model. The alignment scores are then used for the

calculation of the weight matrix.

Wti =
exp(eti)∑Tx
j=1 exp(etj)

(3.7)

The weight matrix is calculated using a softmax of the alignment scores, where Tx is the

length of the Input sequence.

From figure 3.5, it is shown that the encoder network uses a bidirectional layer. In a

bidirectional layer, the hidden states are sent in both the forward and backward direction.

This provides the network with context about not only the previous states, but also about

the forward values in the network. A bidirectional layer is used, to allow the hidden states

in the encoder network to not only summarize input sequences up and until time t but

also sequences following time t. It allows the model to better represent recent data points

in and around the current data point of interest in the encoder layer [1]. The encoder

layer now comprises of both forward and backward hidden states.

−→
He = (

−−→
He1,

−−→
He2,

−−→
He3, ..,

−−−→
HeTx) (3.8)

In Equation 3.10,
−→
He represents the forward hidden states, with Tx being the Number

of Encoder layers.

←−
He = (

←−−
He1,

←−−
He2,

←−−
He3, ..,

←−−−
HeTx) (3.9)

While,
←−
He represents the backward hidden states.
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The hidden states for each layer in the encoder is then concatenated before being used

for the generation of the context vectors.

←−−
Hei = (

−−→
Hei,

←−−
Hei) (3.10)

The reason a Attention Based Sequence to Sequence model has also been implemented

in our work, is to study whether paying attention to different data points in the source

sentence, in a route prediction algorithm, can help improve the performance of the model.

These models are used generally for Natural Language processing tasks, like sentence com-

pletion and machine translation, that have high correlation between the input and output

sequence data points many layers deep. For instance, in a Machine Translation task, the

start of the source sentence can contain crucial information required while decoding the

target sentence. However, in the domain of Route Prediction, there has been no research

that studies the dependence of the target sequence on, the first few values in the input

sequence. However, what we do see in the literature is that most models instead rely

on only the last few inputs of the partial trajectory, which can explain the popularity of

Markov Models for route prediction. During the evaluation of the sequence to sequence

models, we will also highlight whether a dependence on the first few input data points

exists.

3.4.2 Hidden Markov Model

The second route prediction model, that has been implemented and studied in this dis-

sertation, is a Hidden Markov Model, inspired from work done in [17]. Compared to

ordinary Markov models, Hidden Markov Models have observed states as well as hidden

states. In our study, the observed states are all the unique grid cells that belong to the

grid map and the hidden states are unique sub-sequences (partial-routes) of trajectories

in the dataset, with a fixed size.

Given below are the definitions for the different states in the HMM:

• The observed states in the Hidden Markov model are the list of all unique cells from

the grid map.

Oj = Cj (3.11)

Where Oj is the jth observed state and Cj is the jth cell in the grid map. The total

number of Observed States present in the model can be represented by J.
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Figure 3.6: Hidden Markov Model: Conditional Probabilities Calculation

• A route in the dataset, is the list of continuous cells, traversed by a taxi.

Rk = [Oj,1, Oj,2, Oj,3, .., Oj,n] (3.12)

Where, Rk is the kth unique route in the dataset.

• Hidden States are sub sequences of routes of a fixed size.

Hi = [Oj,1, Oj,2, Oj,3, .., Oj,m] (3.13)

Where, Hi is the ith hidden state. Since hidden states are sub trajectories of routes,

m<n. The number of Hidden States in the model is represented by N.

Statistical Properties of HMMs
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A Hidden Markov Model can be built by the calculating three statistical properties of

the Markov model. These are the Transition probabilities, the Emission probabilities and

the Initial Probability.

• Transition Probability

Hidden Markov Models follow the Markov assumption that the state at time t is

dependent only on the state at the previous time step. This assumption is then

applied to the hidden states of the Markov Model to calculate the probabilities of

transitioning from one hidden state to another. Due to this, the calculation of the

transition probabilities boils down to simple conditional probability theory. The

transition probability between hidden states can be calculated as:

P (Hi+1|Hi) =
#(Hi+1, Hi)∑N
x=1 #(Hx, Hi)

(3.14)

Where # represents the number of occurrences.

• Emission Probability

The probability of observing a Observed state Oj at Hidden State Hi is known as

the Emission Probability. Similar to Transition Probabilities, Emission Probabilities

are a conditional probability that is calculated as follows:

P (Oj|Hi) =
#(Oj, Hi)∑J
x=1 #(Ox, Hi)

(3.15)

• Initial Probability

The probability of starting at Hidden State Hi, is known as the Initial Probability.

The initial Probability can be calculated as follows:

P (Hi) =
#Hi∑N
x=1 #Hx

(3.16)

By using the formulas for each of the different probabilities mentioned, a State Tran-

sition Probability Matrix, a Emission Probability Matrix and a Initial Probability matrix

can be created, which will be denoted by A,B,π.

Viterbi Algorithm

The task of retrieving the sequence of hidden variables that explains the sequence

of observation, is known as the decoding problem in Hidden Markov Models. In Fig
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Figure 3.7: Example Conditional Probability Matrices for Viterbi Algorithm

Figure 3.8: Viterbi Algorithm

3.4, example conditional probability matrices that represent the Initial Probability, the

Emission Probability and the Transition Probability are given. For the given sequence of

observations, b,c,a, given in Fig 3.7, the corresponding Hidden States that best explains

the sequence of observed states, needs to be determined. The most common decoding

algorithm used for Hidden Markov Model is the Viterbi algorithm, which is a dynamic

programming algorithm, that finds the Maximum Likelihood Estimate, of hidden states

given a sequence of observed states. This Viterbi Algorithm is used to predict the route

of the user given the observed sequence at up until time t. In other words, given the

sequences of grid cells, the most likely sequence of Sub-sequences has to calculated.

The Viterbi algorithm is based on the forward algorithm that calculates the probability

of observing a sequence of observed states given a HMM model. However, compared to

the forward algorithm, the Viterbi algorithm calculates the Maximum values, instead of

the sum of probabilities at time t.

The viterbi algorithm uses a trellis structure for calculating the maximum probabil-

ities, as shown in Figure 3.8, which is used in many dynamic programming algorithms

[18].
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The Trellis Diagram describes the Viterbi Algorithm using the following steps [18]:

Initialization

N = Number of Hidden States

T = Number of ObservationsObserved

V1(i) = π(Hi)B(O1, Hi) 1 < i < N

Bt1(i) = 0 1 < i < N

(3.17)

Induction

Vt(i) = max
1≤i≤N

Vt−1(Hi)A(Hj, Hi)B(O1, Hi) 1 < t < T1 < i < N

Btt−1(i) = argmax
1≤i≤N

Vt−1(Hi)A(Hj, Hi)B(O1, Hi)1 < t < T1 < i < N
(3.18)

Termination

Return Bt and V matrices (3.19)

The forward pass of the Viterbi algorithm can be described by three steps. These are

the Initialization, Induction and Termination steps. The Initialization step is responsible

for initializing the Viterbi matrix V of size NxT and the Backtracking matrix Bt of size

Nx(T-1), where N is the number of Hidden States and T is the number of partial route

observations. As seen Fig 3.8, the Viterbi variable is responsible for storing the calculated

intermediate values. The Viterbi value for time step t is calculated using the Transition

Probability, the Emission Probability and the value of the Viterbi Matrix at time t-1. This

calculation is done for each of the unique hidden states. Only the value of the maximum

path for each Hidden State is stored. The back tracking variable of size Nx(T-1) stores the

index of the hidden states from the previous timestep that contributed to the Maximum

probability. This same process is repeated for all the time steps. After the forward pass,

we calculate the Output Sequence St using the backtracking matrix.

The steps for retrieving the decoded hidden state sequence is as follows:

Initialization
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T is the Number of Observations

N is the Number of Hidden States

StT = argmax
1≤i≤N

(VT )

(3.20)

Induction

Hi = Stt+1

Stt = Btt(Hi)

1 ≥ i > N T − 1 ≥ t > 0

(3.21)

Termination

Return St (3.22)

To retrieve the sequence of Hidden States, we loop backwards from timestep T to 1.

On each step we find the index of the Hidden States of with the maximum probability at

time t. Following these steps we are able to fetch the sequence of Hidden States that best

explains the Observation sequence.

3.4.3 Cluster Based Hidden Markov Model

Figure 3.9: Cluster Hidden Markov Model Design

In our study we use a Cluster Based HMM, implemented in our existing work [8], as

our baseline and third route prediction algorithm. This algorithm is based on the Hidden

Markov Model studied in [19].

The training phase of this algorithm includes calculating distances between unique

trips in the dataset, clustering trips using a clustering algorithm based on the distances

calculated, and then building a frequency co-occurrence matrix F, of size mxn where m

38



is the number of unique cell blocks and n is the number of clusters. The frequency co-

occurrence matrix, measures the frequency of being in cell ct given that the trip belongs

to cluster kj. Using F, the following probabilities can be computed:

p(ct|kl) =
Fct,kl∑m
i=1 Fci,kl

(3.23)

p(kl|ct) =
Fct,kl∑n
j=1 Fct,kj

(3.24)

The prediction phase of the algorithm is based on the following recursive equation:

p(kl|c0, c1, ..ct) = p(ct|kl)p(kl|c0, c1, c2, ...ct−1) (3.25)

where, p(kl|c0, c1, c2, ...ct−1) can be further broken up into:

p(kl|c0, c1, ..ct−1) = p(ct−1|kl)p(kl|c0, c1, c2, ...ct−2) (3.26)

c0, c1, c2, ...ct, are the observed trajectory of the user and kl is the cluster that is this

partial trip belongs to. This formula is based on the first order Markov process, where

the current state is dependent only on the previous state.

Figure 3.10: Example Cluster HMM Grouped Routes

This algorithm is called a Hidden Markov Model since the clusters here behave as

hidden states and the cells are the Observable states. Figure 3.10, gives an example of

how the different routes present in the dataset will be grouped. This algorithm assumes,

that once a trip begins, the driver can’t change his or her trip. That is they follow the

same trip without the destination of the trip changing midway. Because of this, the

algorithm doesn’t depend on transition probabilities, as the Hidden States do not follow

a sequence of changes. Instead the algorithm makes uses of a frequency co-occurrence

matrix as discussed above and the prediction formula can be reduced to Naive Bayes as

shown in equation 3.25

39



3.5 Summary

This chapter focused on the design of the algorithms implemented and studied in this

dissertation. The chapter was introduced by the problem and potential solutions, and

a high level overview of the design of our system was also described. Then a new map

matching technique was proposed that was based on similar techniques used in the existing

studies. Next the design behind the route prediction algorithms studied in this dissertation

was discussed. The various sequence to sequence algorithms that were used were described

and some of the advantages and disadvantages of the 2 algorithms were highlighted.

The design of the Hidden Markov Model implemented in this study was described next,

where the Viterbi algorithm was studied with the help of a Trellis diagram. Finally, this

chapter was concluded by describing the design of the Cluster Based Hidden Markov

Model implemented in an existing work, that is used as our baseline route prediction

algorithm.
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Chapter 4

Implementation

Until now, we have talked about the challenges of MEC systems in the face of user

mobility. We have explored potential solutions and have described the design of some of

the algorithms in the previous chapters. This chapter will focus on the implementation

of the various techniques that were discussed previously.

4.1 Environment Setup

Figure 4.1: Environment Setup

Figure 4.1, shows the two different environments in which our algorithms have been

implemented in. The following sections describe these environments.
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4.1.1 Simulation Environment

In this paper, we use a MEC System and a Mobility Aware Service Placement Algorithm

implemented in [8], to test the performance of our route prediction algorithms. The

MEC System is implemented in a simulation environment to easily run experiments on

the System under different configurations and parameters. Simonstrator is a simulation

framework implemented in [38], which was used in [8] to build their MEC System on. It

was primarily designed for Distributed Applications and has been built using the Java

Programming Language. Hence the MEC System, the Service Placement Algorithm as

well as the route prediction algorithms implemented in [8], have all been implemented in

JAVA and integrated into Simonstrator.

In this dissertation, a prediction service as well as an additional MEC user component

have been implemented into Simonstrator. The Prediction service is used to access the

prediction algorithms built using Python and the, MEC User Component, also called the

Taxi User Component, has been built to add custom taxi movement into Simonstrator.

4.1.2 Route Prediction Environment

The route prediction environment consists of the environment in which the Rout Predic-

tion Algorithms, Grid Based Map Matching and other dataset prepossessing steps have

been implemented. Python has been used in this environment due to its ease of use and

the support the language has for machine learning research.

Some of the support frameworks that were used are:

• Numpy Library

Numpy has been used for mathematical calculations and array processing. Numpy

has been implemented in python as well as in C which speeds up the execution time

of the program.

• Pandas Library

The pandas library is used for data manipulation and has been heavily used in this

study for working with csv datasets.

• scikit-learn

scikit-learn is a popular machine learning library used in this study for creating

train and tests datasets. With the help of this library the train and tests datasets,

were created with fixed random shuffling, that allowed the same data to be trained

and tested on each of the different prediction algorithms.
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Table 4.1: Library Versions

Library Versions
Library Name Version
Pandas 1.2.4
Numpy 1.19.5
Pytorch 1.6.0+cu101
Scikit-learn 0.24.2

• Pytorch

Pytorch is a machine learning framework, that is used to implement the standard

and attention based Sequence to Sequence models. While there are other popular

Machine Learning frameworks as well, pytorch has been used extensively for research

prototyping, as it allows for the code to be written in a more natural pythonic syntax.

Furthermore, pytorch is faster than other libraries like tensorflow, which speeds up

the implementation process.

• Flask

Flask is a light weight web server framework built for python. Flask is used in

this study to enable the communication of the prediction algorithm implemented in

python with the service placement algorithm written in Java.

4.2 Dataset and Pre-processing

This section will introduce the real-trajectory dataset used in this dataset, the Map data

that the system is modelled using and the pre-processing steps used to process the data

to be trained on the route prediction models.

4.2.1 Taxi Trajectory Dataset

The dataset used in this dissertation, is a real taxi trajectory dataset, containing trajectory

data on 442 different taxis. This dataset contains taxi trajectories collected from the city

of Porto, for a total of one year, between July 2013 and June 2014. The dataset was

created in [28], and is freely available on the UCI Machine Learning Repository. Each

taxi is fitted with a GPS recording device, which is sent and aggregated through a central

taxi dispatch system [17]. Each sample in the dataset, that includes data for a complete

trip, contains 9 columns, that are as follows: Trip Id, Call Type, Origin Call,Origin

Stand,Taxi Id, Timestamp, Daytype, Missing Data and Polyline. The Polyline column in

each sample contains the list of GPS coordinates that a taxi traverses in a single trip. The
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Figure 4.2: Taxi Dataset HeatMap

format of the Polyline data is [(latitude, longitude)], which in the dataset is represented

as a string. Only Polyline data from the dataset is used in this study to maintain fair

evaluations with models such as Cluster Based HMM that only model GPS trajectories

[8].

4.2.2 Map Data

In this study, our service placement experiments are conducted in the city of Porto. This

is because, anonymised taxi trajectory data for the city of Porto is freely accessible. To

conduct the study, Simonstrator requires map data in the form of Osm.pbf file extensions,

which are files that contain compressed map data. This enables Simonstrator to render

the map on its in built GUI. The osm map data for the city of Porto is freely accessible

on openstreetmap.org as well as on planet.osm. The bounding box coordinates for the

map data on the city of Porto are East = -8.70, West = -8.50, North = 41.250 and South

= 41.050.
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Figure 4.3: Dataset Pre-processing: High Level Overview

4.2.3 Pre-processing

The Taxi Trajectory dataset contains, more than 1.6 million records. However these

records also contain trajectories that traverse out of Porto city. Figure 4.2 shows, the

density of taxi trajectories in the city of Porto. It can be seen that there are large num-

ber of taxi trajectories that are spread out to areas beyond the limits of the city itself.

Additionally, training the route predictions algorithms on the 1.6 million records is quite

time consuming, hence the taxis are trained on a much smaller portion of the dataset,

which is selected based on the density of the taxi trajectories in the area. Moreover, the

dataset also contains routes that are more frequent in number, which leads to biased pre-

diction performance. For instance, the bias in the dataset, will steer the route prediction

algorithms to predict more frequent trajectories than routes that appear less frequently

in the dataset. Figure 4.2 also shows the areas where the density of the taxi trajectories

are low. Hence, to reduce the complexity and to remove any bias present in the dataset

to a large degree, the dataset needs to undergo a few thoughtfully selected pre-processing

steps.

To reduce the computational complexity of the route prediction algorithms trained on

1.6 million records, the map of Porto will be reduced to contain only the central region

of the city. To extract the portion of the central region of Porto, QGIS desktop software

was used. QGIS is an open source desktop software for manipulating Geographical In-

formation data. Using QGIS, the map with the following bounding box, west =-8.6314,

east = -8.5867, north = 41.16133, south = 41.1403, was extracted . After using QGIS for

extracting the inner portions of the city, a reduced osm.pbf file is received, which is then

configured into Simonstrator, to render the smaller map portion.
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After extracting the required Map Data, the following steps are conducted:

• Route Filtering

In this step, trajectories that have, GPS Coordinates that are outside the new

bounding box of the internal city region are removed from the dataset. Fig 4.4

shows the heat map of the extracted taxi trajectories.

Figure 4.4: Extracted Taxi Heat Map

• Map Matching

The GPS Coordinates in the trajectories are then mapped to Grid cells using a

Grid Extractor class which will be discussed in later sections. Each grid cell has a

unique identity, and hence the Taxi Trajectories are now composed of a list of Grid

Cell identities. Furthermore, depending on the number of grid cells that the Map is

divided into, the area that the GPS coordinate is mapped to can be quite big. This

is because the taxi trajectories that are present in the dataset still collect, GPS co-

ordinates, even if the Taxi remains stationary or is travelling slowly. Due to this the

List will contain, multiple duplicate Grid Cell identities, which is not ideal for route

prediction, as it can lead to a lot of bias as well as repetitive or uneven predictions.

Hence, to improve the prediction performance of the route prediction algorithms,

duplication of the grid cells ids is reduced to only 2 consecutive repetitions. For
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instance, Grid Cells such as [45,45, 45, 46,46,46,46,47,47,47,48,48,49] are reduced to

[45, 45, 46, 46, 47, 47, 48, 48, 48,49]. In this way the data can still capture slower

movement between grid cells, while maintaining strong prediction accuracy.

• Scoring of Trips

This step is conducted to remove any bias in the dataset, which maybe present

due to the taxi movement in areas that are traversed more frequently. To achieve

an unbiased dataset, in this dissertation a unique algorithm for bias removal in

Trajectory data sets is implemented. First, each cell in the trajectory dataset is

given a score based on the cumulative frequency of the cell calculated using all the

trips present in the dataset. Next, the list of the grid cell scores are sorted and the

10th, 20th, 30th, 40th, 50th, 60th, 70th and 80th percentile of these scores are recorded.

Then if 50% of a trip’s grid cells scores, fall below any of the previously calculated

percentiles, the trip is awarded a score based on the lowest percentile that trip falls

into. These scores are awarded in descending order, so a trip that falls into the 10th

percentile will be awarded a score of 9 and if the trip falls into the 80th percentile

it will be awarded a score of 2. All the other trips, that do not fall into any of

the percentiles mentioned, that is trips that fall into 80-100 percentile range, are

awarded a score of 1.

• Trip Duplication

From the previous step, we get a score for each trip. Based on that score the trip

is duplicated in the database. For example, if a trip is given a score of 2, it will

duplicated once, and for a score of 9 it will be duplicated 8 times. By following this

approach, we are capable of removing most of the bias in the dataset, by adding

more trips with cells that are less frequently visited. From figure 4.4, we can see

varying levels of taxi trajectory density, in the new extracted map data. To account

for this, Multiple percentiles were required to individually tackle different regions of

the city that were traversed less. This is also evident when we see varying ranges

of frequencies (scores) for different grid cells ranging from 360+ to grid cells with

scores below 10. Hence by replicating trips based on the different percentiles, trips

that had a very low score could be duplicated accordingly.

4.2.4 Map Matching

As discussed in previous sections, the Map Matching technique used in this study, is

Grid Based Map Matching. Here, the Map is equally divided into N grid cells, where each

region represents a spatial region in the map. In this dissertation, the python programming
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language is used, along with the numpy library, to implement the Map matching technique,

which is modelled as a Class with the name of GridExtractor.

The grid extractor class is initiated, with the following parameters. These parameters

are the east, west, south and north bounding box GPS coordinates of the map region

as well N, that represents the number of regions that the latitude and longitude range,

will be divided into. There are 3 main methods that have been implemented in the Grid

Extractor class.

The First method creates the Grid Map using the parameters provided while initiating

the class.

de f c reateGr id ( s e l f ) :

2 N = s e l f .N

row width = ( s e l f . north−s e l f . south ) /N

4 column width = abs ( ( s e l f . west−s e l f . e a s t ) /N)

count = 1

6

# Upper Limit Ca l cu l a t i on o f the Row and Column Width

8 f o r i in range (1 , N+1) :

s e l f . c o l umn l i s t . append ( s e l f . west + i ∗ column width )

10 s e l f . r ow l i s t . append ( s e l f . north − i ∗ row width )

12 # Iden t i t y c a l c u l a t i o n f o r unique combination o f row and column widths .

f o r i in range (1 , N+1) :

14 f o r j in range (1 , N+1) :

s e l f . g r i d d i c t [ ( s e l f . north − i ∗ row width ,

16 s e l f . west + j ∗ column width ) ] = count

s e l f . i d d i c t [ count ] = ( i , j )

18 count = count+1

The grid map method divides the latitude and the longitude range in to equal widths.

Each width is identified by the upper limit of that width’s GPS Coordinate. Using this

a column list and a row list are created that uses the GPS identities of the width for the

latitude and the longitude respectively. Finally, every combination of the row and the

column width are given a unique identity and are stored in the python dictionary.

Next, the getGridBlock method, is used to compute the unique identify of the grid

block given the GPS Coordinate.

de f getGridBlock ( s e l f , l a t , lon ) :

2 out o f bounds = s e l f . checkLatLngBounds ( la t , lon )

i f out o f bounds == False :

4 re turn −1
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6 i f l a t <=s e l f . r ow l i s t [ 0 ] and la t>=s e l f . north :

l a t = s e l f . r ow l i s t [ 0 ]

8 i f lon >= s e l f . c o l umn l i s t [ 0 ] and lon <= s e l f . west :

lon = s e l f . c o l umn l i s t [ 0 ]

10

f o r i in range (0 , s e l f .N −1) :

12 i f l a t < s e l f . r ow l i s t [ i ] and la t>=s e l f . r ow l i s t [ i +1] :

l a t = s e l f . r ow l i s t [ i +1]

14 i f lon > s e l f . c o l umn l i s t [ i ] and lon <= s e l f . c o l umn l i s t [ i +1] :

lon = s e l f . c o l umn l i s t [ i +1]

16 re turn s e l f . g r i d d i c t [ ( l a t , lon ) ]

To map a GPS coordinate to a Grid Cell, the given latitude and the longitude are

compared against the respective width ids stored in the row and column list. If a co-

ordinate lies between index i and i+1 of the column and row lists, then i+1 width id is

returned. This is then used to access the Grid Cell id from the Grid Dict dictionary.

Finally, to get the Coordinates of the Grid Id, that a GPS Coordinate was previously

mapped to, the getGridCenter is method is used.

de f getGridCenter ( s e l f , id ) :

2 rowid , columnid= s e l f . i d d i c t [ id ]

row width = ( s e l f . north−s e l f . south ) / s e l f .N

4 column width = abs ( ( s e l f . west−s e l f . e a s t ) / s e l f .N)

6 l a t = ( ( s e l f . north − ( rowid−1)∗ row width ) + ( s e l f . north − rowid∗
row width ) ) /2

lon = ( ( s e l f . west + ( columnid−1)∗ column width ) + ( s e l f . west +

columnid∗ column width ) ) /2

8

re turn la t , lon

In this method the centers of the Grid cells are returned, by computing the midpoint

of the upper and lower limit of the GPS coordinates for each of the respective row and

column widths.

Using these three methods, Grid Based Map Matching is performed in this study.
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4.3 Route Prediction

In this section, we discuss some of the important implementation techniques of the route

prediction algorithms discussed in previous sections. We will cover the implementation

details for the Sequence to Sequence models and the Hidden Markov Model. Since, the

Cluster based Hidden Markov Model was not implemented in this study, the details about

the implementation of that algorithm will not be discussed here.

4.3.1 Sequence to Sequence Models

The RNN Seq2Seq Models have been implemented using the Python programming lan-

guage. The model itself has been built using Pytorch, to automatically generate the

model’s trainable network. Other popular libraries like Tensorflow, were also experi-

mented with, however, compared to the these libraries, pytorch supports easily under-

standable syntax and has superior support available online. Furthermore, due to these

advantages, pytorch is more popular for academic work.

The next sections will discuss some the methods used for implementing the Sequence

to Sequence model and the Attention based Sequence 2 Sequence model.

Standard Sequence to Sequence Model

Figure 4.5: UML Diagram: Sequence to Sequence Model
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The standard sequence 2 sequence model, is implemented using three separate classes

as shown in Figure 4.5. These classes are, the Encoder, Decoder and the Seq2Seq class.

Each of these classes extend the nn.module class from pytorch, that internally builds the

trainable Network structure for the model.
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Encoder Class

The Encoder Class is responsible for converting the input sequence into a fixed size vector.

The inputs to the encoder class are the size of the input sequence, the embedding size, the

size of the hidden state, the number of layers in the encoder network and dropout. The

encoder class contains the dropout layer, Rnn Cell, Output Layer and the Embedding

Layer. Table 4.2 describes the inputs to the encoder class and table 4.3 describes the

layers present in the encoder class.

Encoder Inputs
Input Name Description
Embedding Size The embedding size is used by the embedding layer in the encoder to

convert the input sequence into vector representations. The decoder
and encoder embedding size is the same, since the inputs belong to
the same vocabulary of categorical values.

Hidden Size The hidden size is used to configure the size of of the internal states
of the RNN cell. These internal states can either be the Hidden
State if a GRU cell is used or both the hidden and the cell state, if
a LSTM Cell is used.

Input Size The input size represents the the number of categories present for
each grid cell prediction. This is equal to the Number of Grid Cells,
that the map is divided into.

Dropout Represents the percentage of the weights in the encoder network
that are forced to zero to reduce over fitting.

Table 4.2: Description of the inputs to the Encoder Class

Encoder Layers
Layer Name Description
Embedding
Layer

The embedding layer is used to convert the input sequence in the
encoder network to embedded vectors.

Dropout The dropout layers is applied to the RNN Cell in the encoder net-
work to reduce overfitting.

RNN Cell This configures what kind of RNN cell is used in the encoder Net-
work. In this dissertation, we implement both a GRU and a LSTM
based Encoder Network.

Table 4.3: Description of the Layers in the Encoder Class
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Decoder Class

The decoder class is responsible for decoding the fixed size vector, along with inputs to

the decoder, to the target sequence. The inputs to the decoder class are the embedding

size, the hidden size, target size and dropout. The decoder contains an embedding layer,

a dropout layer, the Rnn Cells at each layer and a output feed forward neural network.

Table 4.4, describes the inputs to the decoder network and table 4.5 describes the layers

in a decoder network.

Decoder Inputs
Input Name Description
Embedding Size The decoder embedding, is used by the embedding layer in the

decoder to convert the target sequence inputs to vector representa-
tions. The decoder and encoder embedding size is the same, since
the inputs belong to the same categorical vocabulary.

Hidden Size Same as the encoder network, the hidden size is used to configure
the size of of the internal states of the RNN cell.

target Size The target size represents the the number of categories of the Grid
Cell in the decoded Sequence.

Dropout Represents the percentage of the weights in the decoder network
that will be removed to reduce over fitting.

Table 4.4: Description of the inputs to the Decoder Class

Decoder Layers
Input Name Description
Embedding
Layer

The embedding layer is used to convert the target inputs to the
decoder into embedded vectors.

Dropout The dropout layers is applied to the RNN Cell to reduce over-fitting.
RNN Cell This is used to configure which type of RNN Cell is used to train

the decoder network.
Output Layer The Output Layer is a feed forward neural network that converts

the output of the hidden state from the decoder RNN cell to a
vector of size equal to the number of unique grid cells.

Table 4.5: Description of the Layers in the Decoder Class
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Seq2Seq Class

The seq2seq class, integrates the encoder and the decoder classes together. The forward

method in the seq2seq class conducts the follows steps:

• The forward method is called with the input sequence and a target sequence. During

training the real target sequence will be used.

• The input sequence is then fed into the encoder and a fixed size context vector is

returned.

• Next the decoder class’s forward method is called for each value in the target se-

quence and the context vector. To signal the start of decoding at timestep 1, the

first data input to the decoder is a 1.

• The output of the decoder is the predicted value of the target sequence at time t.

Also, the hidden state and the cell state of the decoder at timestep t is returned.

• The decoded vector, is then passed through an argmax function, which finds the

index of the vector with the highest probability. This index corresponds to the

identity of the grid cell.

Using these steps the model is capable of decoding the required target sentence. While

training the Seq2Seq model a method called teacher forcing is used. The technique feeds

the decoder at timestep t+1, with either the correct next target value or the value decoded

by the decoder network during the previous timestep. The decision of feeding the correct

input of the predicted input, is based on a random function. Using this technique the

model is forced to predict correct values, which speeds up the training process.

Attention Based Sequence to Sequence Model

The Attention Sequence 2 Sequence model, was implemented using four separate

classes. Similar to the Standard Seq2Seq model, the four classes extend the nn.module

class from pytorch. Figure 4.6 shows the four different classes used in the Attention Se-

quence 2 Sequence model. As compared to the Standard Seq2Seq model, this model has

another class called, attention, that is responsible for the calculation of the alignment

scores, used in the context vector.

The attention class, calculates the alignment scores using the hidden state of the

previous decoder time step and the encoder hidden states, which is passed through a feed

forward neural network and a softmax function. These alignment scores are then returned

to the decoder class, where the new context vector is generated using the current input
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Figure 4.6: UML Diagram: Bahdanau Attention based Sequence to Sequence Model

to the decoder. This entire process is missing in the standard Seq2Seq model, which

differentiates it from this implementation of the attention model.

The rest of the steps outlined in the Standard Seq2Seq model are identical to the

attention model.

Training Dataset Preparation

Before training a sequence 2 sequence models, data required for training the model needs

to be prepared to match the requirements of the input sequence length Il and the tar-

get sequence lengths Ol. The input and target sequence need to be extracted from the

dataset, according to their respective sizes. While the input and the output sequences are

completely independent from each other, in this dissertation, to reduce the complexity of

the system, we use the same sequence lengths for both. The sequences are extracted by
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looping over all the routes in the dataset, and using a sliding widow, of length (Il + Ol),

over an entire route . In this way the actual trainable dataset can be extracted.

Furthermore, the values inside the input and the target sequence can be variable. For

instance, if the max length of a input sequence is 8, then the number of real data points

inside this sequence can range from 1 to 6. The remaining values are represented by a

start and stop symbol. We use 1 as our start symbol and 0 as our stop symbol. Using

these symbols a sequence of size 6 and actual data entries of size 2 can be represented as

[1, 34, 35, 0, 0, 0]. While creating the dataset, we also make sure to vary the lengths of

the data points in both the input and the target sequence, to handle prediction requests

with variable sizes.

4.3.2 Hidden Markov Model

In this section some of the important implementation details of the Hidden Markov Model

will be discussed. Since, the implementation of this HMM relies on custom statistical

modelling properties, it is hard to rely on any external frameworks for model building,

like in the case of Sequence 2 sequence networks. Hence, this HMM model has been

implemented using just Python and the Numpy library.

The HMM model has two states, the Observed States Oi and the Hidden State Hi.

Unique fixed partial size routes represent the hidden states in this model. From prelim-

inary testing, partial routes of size 2, seem to achieve the best performance, and any

size greater than 2 degrades the model capabilities further. Hence, size 2 partial routes

are used as the hidden states in this Markov Model for further testing and comparative

analysis.

An object oriented approach is used to build the HMM model with the help of a

python class. This class has the following methods:

def get transition prob()

This method is responsible for building the transition probability Matrix A of size (N

x N), where N is the number of unique hidden states in the model. Since, the hidden

states are partial route sequences, a sliding window of size 2 is used first on all the routes

in the datasets, to retrieve all the unique partial routes. Next, a Transition Frequency

dictionary is created to store the frequency of transitioning from one partial route i to

(i+1). Sequence i and i+1 can be easily acquired while traversing the same loop used

to retrieve the unique partial routes. The transition frequency dictionary is then used

to calculate the transition probability matrix, by dividing the frequency of transitioning

from Hidden State i to (i+1) by the total frequency of transitioning from hidden state i

to all the hidden states.
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def get emission prob()

The get emission prob method is used to calculate the emission probability matrix B,

of size N x M, where M is the number of Observed states. This method captures the

probability of observing state Oi in Hidden State Hi. We have discussed that each hidden

state is a unique partial trajectory from the taxi trajectory dataset. To calculate the

emission probability, the number of frequency of cells in each Hidden State is divided by

the number of cells in that Hidden State.

Hi = [01, 02] Partial route of size 2

B[i, 1] =
Number Of O1 in Hi

Length of Hi

def get initial prob()

To calculate the Initial Probability Matrix π, of Size Nx1, the get emission prob method

is used. We calculate the initial probability by dividing the frequency of Hidden State Hi

in the dataset, by the total frequency of all the hidden states.

def viterbi()

The viterbi method is used to calculate the future path of the user, with the help of the

Viterbi algorithm. As discussed in the previous chapter, the Viterbi algorithm decodes

the best hidden state sequence that describes the sequence of observed states provided.

However, the standard viterbi algorithm can only describe the sequence of hidden states

up til time t. Hence, we modify the viterbi algorithm to predict the hidden state for time

t+1 as well. The algorithm also depends on the transition probability matrix (A), the

Emission Probability Matrix (B), and the Initial Probability matrix ( π). Algorithm 3

provides the pseudo code for the Viterbi algorithm implemented in this dissertation.
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Algorithm 3: Viterbi Algorithm

Data: Observation Sequence O

Result: Matrix of Size (Length(O)+1) Predicted Sequence

L = Length(O);

Initialize N x (L+1) Viterbi Matrix V;

Initialize N x (L) BackTracking Matrix Bt;

Initialize (L+1) x 1 Predicted Sequence list St;

begin

∀Ni=1V(i,0) ← π ◦ B(i, O1);

for n from 1 to L+1 do

for i from 0 to N do

if i ← (L+1) then
V(i,n) ← maxni′=1(V(i’, n-1) ◦ A(i’, i) ) ◦ B(i, On)

end

else
V(i,L+1) ← maxni′=1(V(i’, n-1) ◦ A(i’, i))

end

Bt(i, n-1) ← argmax1≤i′≤N(V(i’, n-1) ◦ A(i’, i))

end

end

St(L+1) ← argmax1≤i≤N(V(i,-1));

for j from L to 0 do
St(j) ← Bt(St(j + 1), j)

end

Return St
end

This Viterbi algorithm differs from other standard viterbi algorithms by predicting the

Hidden Sequence of States up till time t+1. This is achieved by adding an extra step

during the induction step to calculate the viterbi value at time t+1. However, since, this

step is greater than the length of observation sequence, the final Viterbi value is calculated

without the Emission Probability. Equation 4.1 shows the step in the viterbi algorithm,

that calculates the Viterbi value for Hidden State Hi for Observation Oj. Equation 4.2

shows the added step to the viterbi algorithm

V [i, n]← max(A[:, i] ◦ V [:, n− 1]) ∗B[i, O(n)] (4.1)

V [i, L+ 1]← max(A[:, i] ◦ V [:, n− 1]) (4.2)
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By adding this extra step to the Viterbi algorithm, we can calculate the next Hidden

State. We can also predict more than one hidden states by increasing the number of

prediction timsteps. However, preliminary testing has shown poor performance when the

timesteps are increased. Hence to predict future grid cells of length greater that 1, the

viterbi algorithm is re-un for every new additional grid cell prediction. This method of

re-running the viterbi algorithm for predicting future hidden states performed better and

hence was added to our algorithm for the final evaluation.

4.4 Summary

In summary, this chapter focused on the implementation process of the algorithms relevant

to our study. The chapter introduced the environments in which the different algorithms

were implemented. Then a detailed description of the pre-processing steps conducted

on the Taxi Trajectory Dataset, to prepare the data for route prediction and service

placement simulation, was given. Finally, the the implementation details for each of the

route prediction algorithm was discussed. In the next section, these route prediction

algorithms will be evaluated individually and in the context of the service placement

algorithm.
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Chapter 5

Evaluation

This chapter describes the evaluation process and details the results of the route predic-

tion algorithms used in this dissertation. Similarly, performance of the route prediction

algorithms in the context of the service placement algorithm, will be discussed here.

5.1 Objectives

The primary objective of this chapter, is to understand, whether route prediction algo-

rithms can help improve the performance of a service placement algorithm. To achieve

that objective, first the individual performance of the route prediction algorithms, have

been acquired and are compared to form a preliminary understanding of what algorithms

can help the service placement algorithm better. Using this preliminary knowledge, spe-

cific versions of the algorithms are selected for further analysis in the context of service

placement. Finally, these route prediction algorithms are integrated with an Ant Colony

Optimization based Service Placement algorithm and any sign of performance improve-

ments are noted.

5.2 Route Prediction Experiments

The evaluation process and the testing of each of the route prediction algorithms in-

dividually, will be discussed in this section. Two main evaluation metrics are used to

compare the different route prediction algorithms. These are the Haversine Distance and

the Accuracy of the model. Additionally, while training the Sequence to Sequence models,

Categorical Cross-Entropy loss is used for gradient descent. This loss function will also

be utilized to evaluate between the different sequence 2 sequence models.
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Haversine Distance

Haversine Distance is the measure of the great circle distance between two coordinates on

a sphere. This formula has been popularly used to calculate distances between 2 points

on the earth, by specifically using the radius of the earth as a parameter in the formula

[7]. The haversine distance can be described using the formula given below [7]:

d = 2rsin−1(

√
sin2(

φ2 − φ1)

2
+ cos(φ1)cos(φ2)sin2(

λ2− λ1

2
)) (5.1)

where, φ1 and φ2 are the latitudes and λ1 and λ2 are the longitudes between two positions

in radians and r is the radius of the earth in Kms.

The haversine formula is used in this dissertation to calculate the distance between

the predicted route and the actual route. The order of the route is not prioritized in this

calculation as we are majorly concerned with the estimating the distance of the predicted

route from the edge servers closest to the future path of the user. If the haversine distance

is large between the predicted route and the actual route, then the model will be considered

to perform relatively poorly.

Accuracy

Accuracy can be defined as the ratio of the total number of correct prediction, by the

total predictions.

Accuracy =
Total number of Correct Predictions

Total number of Predictions

In this calculation the order of the predicted route matters, as the cell values of the

predicted and actual route are compared based on their indexes. The higher the accuracy

the better is performance of the model.

Categorical Cross-Entropy Loss

Categorical Cross-Entropy loss is used to perform gradient descent on predictions with

multiple categories. In our study, each cell prediction, can take the value between 1 to

N number of Grid Cells. This loss function was chosen, as it converts the output of

the Seq2Seq network to probabilities before calculating the loss. It does this by using a

softwax function over the values produced by the Seq2Seq network. It can be described

using the formula given in Equation 5.2 [35]:

loss(y, class) = −log(
exp(x[class])∑

j exp(x[j])
) (5.2)
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=While comparing the results of the different models, the model with a lower loss would

be considered to perform better.

Other evaluation techniques for the route prediction models that have been used are:

• Varying Grid Maps

Each model is trained on taxi trajectory data mapped to Grid Maps with varying

sizes. For this study we compare the performance of the model when trained on

Grid Maps with 100, 225 and 400 Grid Cells.

• Varying Prefix Cells

We also evaluate the performance of all the models on partial route trajectories of

varying size. That is, these models are evaluated on partial routes that contain t =

1 to 6 grid cells, after map matching. The aim is to observe whether an increase in

performance arises due to the use of a bigger partial route sequence.

• Varying Cell Prediction

Finally, only the Hidden Markov Model, will be evaluated using route predictions

of varying sizes. That is, the performance of model will be judged by the number

of cells the model predicts. This evaluation technique is only used in the Hidden

Markov Model due to the flexibility with which the Viterbi Algorithm is used to

predicted future cells. The future cells predictions cannot be controlled effectively

for the sequence to sequence and the Cluster based HMM.

To reduce bias during comparisons made in this dissertation, the models are trained

and evaluated on the same data. Since the execution time of each algorithm varied

drastically, and due to the time constraint of this dissertation, our study uses only the

three metrics given above to evaluate the models, and these models are only trained on

10000 taxi trajectory routes.

The next sections, will describe the results acquired by the various route prediction

models studied.

5.2.1 Sequence to Sequence Algorithms

In this section, we compare the performance of the different sequence to sequence models

implemented in this dissertation. Each model is run for 10 epochs and is then compared

based on the different evaluation metrics stated in the previous section.

Table 5.1 details the configuration parameters used to train the sequence to sequence

models.
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Configuration Value
Batch Size 128
Number of Epochs 10
Learning Rate 0.0001
Input Size 8
Output Size 8
Hidden Size 512
Number of Layers Encoder 2
Number of Layers Decoder 1

Table 5.1: Configurable Variables for the Sequence to Sequence Models

5.2.1.1 Sequence to Sequence Training Results

This section will discuss the results of the Sequence to Sequence models evaluated indi-

vidually. The initial results will contain the average haversine and validation Categorical

Cross Entropy loss for each epoch of training. Furthermore, the final average haversine

and validation loss values will be plotted to compare the performance of the different

models after training. Finally, these models have been evaluated using three different

grid map variations and the results for each variation have been displayed below.
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Figure 5.1: Haversine Distances for
100 Grid Cells

Figure 5.2: Validation Loss for 100
grid cells

Figure 5.3: Average Validation and
Haversine Distance 100 Grid Cells

Figure 5.4: Haversine Distances for
225 Grid Cells

Figure 5.5: Validation Loss for 225
grid cells

Figure 5.6: Average Validation and
Haversine Distance 225 Grid Cells
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Figure 5.7: Haversine Distances for
400 Grid Cells

Figure 5.8: Validation Loss for 400
grid cells

Figure 5.9: Average Validation and
Haversine Distance 400 Grid Cells

Figures 5.1, 5.4, 5.7 display the average Haversine distance across all the seq2seq

models for each training epoch. Similarly, figures 5.2, 5.5 and 5.8 display the average

validations loss across all the models for each training epoch. Finally, the bar charts in

5.3, 5.6 and 5.9 display the average validation loss and Haversine distance of the seq2seq

models after training.

We see that all the sequence 2 sequence models perform similarly, with variations seen

in the different metrics used. To compare the performance of the sequence 2 sequence

models with the other route prediction models, the Attention based Sequence to Sequence

network with GRU Rnn cells is used, since it shows good consistent performance among

the three different grid cells configurations.
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5.2.1.2 GRU Attention Results

Figure 5.10: Haversine Distances
(Different Grid Cells)

Figure 5.11: Validation Loss for Dif-
ferent Grid Cells

Figure 5.12: Accuracy for different
Prefix Cells

Figure 5.13: Haversine Distance for
different Prefix Cells

Figure 5.14: Average Scores for Dif-
ferent Grid Cells

The results in this section, capture the performance of the Gru Based Attention Model.

In figures 5.10, 5.11 capture the performance of the model using different grid cells during

training. We can see that the 100 grid cell model shows better performance in both
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metrics. Furthermore, the barchart given in 5.12 captures the average Haversine and

accuracy results of the model for all the different grid maps. These results clearly shows

that the model trained on a 100 Cell Grid Map, performs better that the other variants.

Furthermore, this model is also evaluated on the performance of the model on prefix

cells of varying sizes. This evaluation strategy is used, to compare the GRU Attention

Model against, the other route predictions algorithms studied. Here the metrics used are

the Average Accuracy and the Haversine Distance. Accuracy is used so that the GRU

model can be directly compared with the other route prediction models in the dissertation,

as Cross Entropy Loss is only used by the seq2seq models during training. Figures 5.13

and 5.14 displays the results of the models evaluated using the average haversine and

accuracy metrics for different prefix lengths. From these results, we can observe that the

100 grid cell Gru Attention model still performs better than the other model variants.

However, what we don’t witness, that we see in the other models in this study, is a

discernible pattern in the performance of the model for different prefix routes. It is usually

the case that a higher number of prefix cells (or a larger partial route sequence), should

demand better performance from the models, as the model is provided with a greater

context to make better predictions. A reason for this could be that neither attention

based seq2seq models or the standard seq2seq model, show major differences in their

performance. Hence, we can conclude that neither models, pay attention to the full input

sequence and only learn mappings between the input and the output sequence. This could

explain the lack of any improvement in the models, when a bigger partial route sequence

is provided.

As we have seen in this section, the GRU Attention Based Seq2Seq model performs

the best when trained on the Taxi Trajectories that have been mapped to a Grid Map

containing 100 grid cells. This particular model will be used when we finally compare all

the route prediction models studied.

5.2.2 Hidden Markov Model

The Hidden Markov model, will be evaluated using the average Haversine distance and

accuracy of the model. Due to the flexibility of the viterbi algorithm discussed in the

previous chapter, the performance of this model will be measured on varying number of

prefix cells as well as the number of future cells predicted. Since the sequence to sequence

model, uses a maximum of only 6 grid cells for prediction, the HMM model will also be

evaluated on prefix cells ranging from 1 to 6 cells. Similarly as the Seq2Seq model also

predicts a maximum of 6 future cells, the model will be compared based on t number of

future cell predictions ranging from 1 to 6.
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5.2.2.1 HMM Results

Figure 5.15: Haversine Distances
for N number of Cells Predicted

Figure 5.16: Accuracy for N number
of Cells Predicted

Figure 5.17: Average Scores for N
number of Cells Predicted

Figure 5.18: Haversine Distances
for N number of Prefix Cells

Figure 5.19: Accuracy for N number
of Prefix Cells

Figure 5.20: Average Scores for N
number of Prefix Cells

Figures 5.15, 5.16 and 5.17, plot the performance of the HMM model for varying number

of cells predicted. For these results the models were evaluated using a constant number of

prefix cells, 6 in this case. The models show almost zero haversine distance and accuracy

of above 90% for predicting only one grid cell. When the we increase the number of grid

cells predicted, the model naturally shows a decrease in performance, when compared to

68



the seq2seq models. When six grid cells are predicted, the accuracy falls down to around

65% and the haversine distance increases to about 200 meters. This discernible pattern

that we notice in the Hidden Markov Model is due to the decrease in performance when

the viterbi algorithm is re-used for every new prediction.

Next, figures 5.18, 5.19 and 5.20 describes the performance of the model for varying

number of Prefix Cells. For this evaluation, we fix the number of cells predicted to 6. As

the HMM model predicts 6 future Grid Cells, we see the performance dips quite a bit, as

the prefix lengths start with only 1 and then rise to 6 cells. This shows that the model

requires a higher number of prefix cells to show better performance. Again, the number

of cell predictions and prefix sizes were taken to compare the HMM model against the

seq2seq model, but has the flexibility to predict or use a higher number of cells if required.

From the various results that we have discussed in this section, we notice, that the

HMM model built using a Grid Map with 225 Grid Cells performs the best. This model

will be used later for future comparison and performance evaluations. We also notice

that the HMM model, performs much better that the Sequence 2 Sequence model. This

observation will be discussed in the next few sections.

5.2.3 Cluster Based Hidden Markov Model

The Cluster based Hidden Markov model, will be tested on varying prefix cells. Similar to

the HMM model, prefix cells ranging from 1 to 6 will be used to evaluate the performance

of this model. However, this model is not capable of flexible future route predictions,

as the model predicts the cluster that the partial route belong to and then extracts the

full route of the Taxi, from that cluster. Hence, it is not evaluated on varying grid cell

predictions.

5.2.3.1 Cluster Based HMM Results

In this section, the results of the Cluster Based Hidden Markov model will be discussed.
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Figure 5.21: Haversine Distances
for N number of Prefix Cells

Figure 5.22: Accuracy for N number
of Prefix Cells

Figure 5.23: Average Scores for N
number of Prefix Cells

Figure 5.21 shows the performance of the model, for varying number of prefix cells,

using the haversine distance metric. We witness superior performance by the model

trained on 100 grid cells for this metric. Similarly, in figure 5.22 that plots the accuracy

of the model, we again observe that the 100 grid cell model performs better than the rest.

The average scores for each of the models shown in the figure 5.23 makes this performance

distinctions even clearer.

Hence, for future comparisons, the Cluster Based Hidden Markov Model trained on a

Grid Map containing 100 Grid Cells will be used.

5.2.4 Route Prediction Discussion

Here we will compare the best models from the different route predictions algorithms

discussed in the previous sections. These models that will be compared in this section

are the GRU Based Attention Model trained on a 100 Cell Grid Map, a HMM trained

on a 225 Cell Grid Map and a Cluster Based HMM trained on a 100 Cell Grid Map.

Since we have used prefix cells as an evaluation strategy in all the algorithms, the same

graphs for the best models will be plotted together and compared. Also, to clarify the
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performance of the models when compared with each other a bar graph will used that

shows the average scores for the different models together.

Figure 5.24: Haversine Distances
for N number of Prefix Cells

Figure 5.25: Accuracy for N number
of Prefix Cells

Figure 5.26: Average Scores for the
Route Prediction Algorithms

The plots for the three models is given above. Figure 5.24, compares the average

haversine distance, for varying prefix cells for the selected different models. From this

figure, we see that the HMM and Gru Attention based Network perform better than

the Cluster Based HMM implemented in [8] and [19]. Similarly, we see the same perfor-

mance gap when compared and evaluated using the accuracy metric, seen in figure 5.25.

Furthermore, we notice the distinction in performance more clearly in the final figure 5.26.

So we can confirm that in this study, two different prediction algorithms were imple-

mented that successfully outperformed the Cluster Based HMM implemented in previous

work. This is a step forward and better results from the Service Placement Algorithm

are expected from the two new models, which will be discussed in the next section. Also,

these results also confirm that the Hidden Markov Model using the Viterbi algorithm

for prediction, performs slightly better than the GRU based attention model. Using this

observation, it can be noted that a similar improvement in performance between the Gru

Attention Model and HMM is expected in the Service Placement Results. In the next
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sections, we will discuss some of the experiments conducted on the Service Placement

algorithm and will review the results acquired.

5.3 Service Placement Experiments

This section, will dive into the experiments conducted for measuring the performance

of the ACO based Service Placement Algorithm integrated with the route prediction

algorithms selected in the previous sections. The configurations used to run the simulation

experiments and the metrics used to evaluate the performance of the service placement

algorithm will be described int the next few sections. Finally, based on this performance,

the route prediction models will be compared.

5.3.1 Experiment Setup

In this section, the configuration parameters used to run the experiments on the simulator

are described. Table 5.2 captures the configurations parameters that the Simonstrator

simulation framework experiments are conducted on. Table 5.3 describes the configura-

tions of the ACO based Service Placement Algorithm.

Configuration Value
Number of Cloud Servers 1
Number of Edge Servers 100
Placement of Edge Servers on the map Grid Based
Number of Taxi Users 1
Taxi Service Request Arrival Time Ever 2 Minutes

Table 5.2: MEC System Configuration

The MEC system is configured to have 1 Cloud server and 100 Edge Servers. These

Edge servers are placed in different locations following on a grid layout. For instance, at

the center of every grid in a Grid Map a Edge Server will be placed. Next, the experiments

are run on only one taxi user at a time. Previous work used simulated user movement

to move users between randomly generated locations. However, since this dissertation

is tested on Real Taxi Trajectory data, the csv data for each taxi had to be loaded in.

Currently, the extra configurations, that would be required to run multiple taxis in the

simulator simultaneously was outside the scope of this dissertation. Hence, the results

were manually collected after every run of the simulation, with different taxi user data

loaded in on each run. Also, since the length of the taxi trajectory varied, the number

of service requests made by the taxi users, during a single run was increased. To achieve
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this an automated service request process was used that sent requests by taxi users to the

cloud server, every 2 minutes. In comparison, [8] experiments on ambulance users that

sent service requests every 5 minutes.

Configuration Value
Number of Ants 10
Number of Iterations 100
α 0.002
β 0.0001
∆ 0.001

Table 5.3: ACO Service Placement Algorithm Configuration

The configurations for the ACO based service placement algorithm were reused from

previous work. Since these configurations achieved the best results in [8], no additional

modifications were made.

5.3.2 Evaluation Metrics

To evaluate the performance of the service placement algorithm, three different metrics

have been used. These metrics have been adopted from the work done in [8]. The metrics

are described as follows:

• Average Latency

The average latency is based on the Average Communication Latency between the

different edge servers that have been selected for placing the services in. This metric

gives an indication of the delay involved with serving a particular user request.

• Average Resource Utilization

The average resource utilisation metric is based on the equal distribution of load

among the selected edge servers. The standard deviation of the load on each selected

edge server was used to calculate this metric.

• Average Service Placement Time

The average service placement time metric is the average time required for a service

to be placed in a particular edge server. It is used to understand the time taken by

the route prediction algorithm along with the service placement algorithm to place

services at edge servers.

The next section will discuss the results obtained using the configuration and the

evaluation metrics described in this section.
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5.3.3 Service Placement Results and Discussion

The best route prediction algorithms, selected in previous sections, were integrated into

the Service Placement Algorithm, to run the experiments discussed in this section. Each

simulation run can produce anywhere between 5 to 20 service requests, depending on the

length of the Taxi Trajectory being tested. To effectively compare the different route pre-

dictions algorithms and the performance of the service placement algorithm, for each run

of the simulation, all the results acquired from the many service requests are averaged

and then compared. Furthermore, for each algorithm, the simulation is run using five

different taxi trajectories. Only five different taxi trajectories were used in our study for

evaluation purposes since there was no easier alternative available to effectively run sim-

ulations on all five or more taxi trajectories at once. Hence this process was cumbersome

and required the collection of results after every run. Finally, to measure the performance

improvement, a baseline ACO based service placement model was also compared that was

not integrated with a route prediction algorithm.

74



Figure 5.27: Average Latency Per
Taxi Trajectory Test

Figure 5.28: Accuracy Utilization
Per Taxi Trajectory Test

Figure 5.29: Average Service Time
Per Taxi Trajectory Test

Figure 5.30: Average Latency Per
Algorithm

Figure 5.31: Average Utilization
Per Algorithm

Figure 5.32: Average Service Time
Per Algorithm

The average latencies acquired from each of the five different taxi trajectory simu-

lation runs, for each algorithm is compared in Figure 5.27. From this graph, we can

observe a big difference in latency between the baseline service placement algorithm, with

no route prediction integration, and the service placement algorithms (SPAs) integrated

with the selected route prediction models. The graph also shows a difference between

the Cluster-Based HMM integrated SPA and the other route prediction integrated SPA
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models implemented in this dissertation. It can also be seen, that the Hidden Markov

SPA model performs slightly better in this metric. This is in line with the individual

performance of the route prediction algorithms discussed in previous sections.

Similarly, the Average Server Utilization for the different algorithms have been com-

pared in Figure 5.28. Again we see a big difference between the performance of the

Baseline model and the other algorithms. We can confirm with this, that the route pre-

diction models definitely improves the performance of the service placement algorithm.

Similarly, we can also notice a slight improvement in Server Utilization when using a

HMM SPA model when compared with the GRU attention SPA model, while the Cluster

based HMM SPA Model still has the worst performance, among the three algorithms.

However, in figure 5.29, that compares the average service placement time, the Hidden

Markov SPA Model displays the worst the performance. This is because for each future

cell prediction, the viterbi algorithm has to be re-run. This, as well as the high number of

Grid Cells present, increases the computation time of the algorithm, when compared to the

other algorithms. Furthermore, since the Hidden Markov model and the Gru Attention

model are run on a separate python server, the service placement time, now includes also

the time for making requests via http for route predictions. This is is not the case for

the Cluster Based Hidden Markov model as it has been implemented in the Simulator

Environment. Also, since the baseline ACO based model doesn’t require external route

prediction algorithms for placing services on different edge servers, it performs the best

on this metric. Therefore, while this metric helps captures the individual route prediction

algorithms’ computational performance, these algorithms can constantly be optimised

and incorporated into the simulator environment for quicker placement time. Hence,

more emphasis will be given to the other metrics, the Average Latency and the Average

Utilization, for performance indication.

Figures 5.32,5.31 and 5.30, show the results averaged over the 5 different trajectories for

each algorithm. As discussed, we see a clear distinction between the baseline performance

when compared to the other algorithms. Also, the performance of the HMM SPA model

is superior to the Cluster-based SPA Model and is slightly better than the GRU attention

SPA Model. However, in figure 5.32, only the Cluster-Based HMM SPA model, the GRU

attention SPA Model and the baseline model averages are plotted so that a more clear

division between the algorithms can be seen. Here we see that the GRU attention model

still performs well despite the need to be called over a network.
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5.4 Summary

These results prove that the Service Placement algorithm benefits from future route pre-

dictions of the Users’ trajectory. Moreover, the route predictions algorithm implemented

in this dissertation is superior when compared individually and in the context of the ser-

vice placement algorithm, to a baseline Cluster based HMM model. Finally, between all

the metrics used to compare the service placement algorithm, the GRU Attention model

performs consistently well in all of them. Finally, if we ignore the service placement time

metric, the HMM shows superior performance.
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Chapter 6

Conclusions & Future Work

This chapter summarizes the work done in this dissertation and highlights its main contri-

butions. This chapter is then concluded by discussing future research ideas and directions

as well as any limitations of this study.

6.1 Summary

This dissertation emphasized the importance of MEC servers. We saw how MEC systems

were capable of proving users with low latency and high bandwidth services as compared

to Cloud Computing Servers. It was also highlighted that MEC systems are resource

constraint, and require algorithms for distributing the load of computationally intensive

applications among different edge servers. The dissertation also discussed the challenges

associated with MEC servers, and underlined the importance of user mobility for service

placement algorithms.

To implement a better a Service Placement Algorithm, different state of the art route

prediction were studied and promising algorithms were selected for further analysis in this

dissertation. These route prediction algorithm were implemented and studied individually

and in the context of a service placement algorithm. The results between the individual

performance and the service placement algorithm were analysed and certain patterns were

highlighted.

6.2 Contributions

The objective of this research was to compare and analyze state of the art route predictions

applied to service placement models, to acquire insight into potential improvements. Fur-

thermore, this dissertation, also aimed to highlight potential route prediction algorithms
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that would further improve the service placement algorithm.

To achieve these objectives, a Hidden Markov Model and variations of a Sequence to

Sequence model were implemented and compared individually in section 5.3. This study,

highlights the improvement in route prediction performance that the Hidden Markov

models and Sequence to Sequence models bring, when compared to more simpler models

such as a Cluster Based Hidden Markov Model implemented in existing works. In section

5.3, these algorithm were integrated with a existing Service Placement Algorithm. The

results described in section 5.3.3 showed a clear improvement in performance when com-

pared with a baseline service placement algorithm and a Cluster Based HMM SPA model.

It was also highlighted that the Hidden Markov SPA Model was capable of performing

better in the two main metrics used, but suffered on the Placement Time metric due to

the nature of the algorithm. Also, this research underlined the consistent performance of

the GRU Attention Based SPA model and highlighted the model’s potential for future

work.

6.3 Limitations

During the implementation as well as the testing of the various algorithms, many chal-

lenges were faced, and a more simplistic approach had to be accepted. The limitations

faced in this dissertation have been summarized below:

• Prediction Algorithms

While the route prediction algorithms used in this dissertation perform well, there

is still a lot of scope for improvement. For instance, further optimization to the

Hidden Markov Model, to predict future trajectories using only one run of the

Viterbi Algorithm could have been studied and implemented.

• Testing

There were a few places where testing the route prediction algorithm could have

been improved. For instance, while the dataset included 1.6 million records, only

10000 records were used to finally train all the models, and only 1000 records were

used for testing the model. This was done due to the increasingly long load times of

the Simulator, whenever the number of clusters of the Cluster Based Hidden Markov

Model was increased. This also led to an inefficient use of the complex GRU Based

Attention model, that performs better when trained on bigger datasets.

• Taxi Movement

Taxi movement in the Simulator suffered, due to the implicit randomization of the

79



movement in the simulation. To address this, different configurations that were

present in the Simulator could have been studied and used. Also, simulation of

multiple taxis, wasn’t possible due to the nature of the study. That is real taxi

trajectories had to be fed into the simulator, as compared to using randomized

locations and simulated movement in previous studies. Because of this, the results

had to be calculated and collected after every run for each algorithm, which increased

the time spent testing the algorithms.

6.4 Future Work

Since this research, was able to prove the ability of route prediction algorithms in improv-

ing the performance of Service Placement Algorithms, there appears to be great potential

for future research along many directions. Some of those possibilities have been discussed

below:

• Due to the complexity of the dissertation by itself, certain algorithms like transform-

ers and Variable Markov Models were not investigated and can be implemented for

comparison in future work. For instance, transformer networks have proven to be

better at sequence to sequence prediction tasks as compared to the RNN based

Sequence to Sequence networks.

• Comparison, between a grid based and edge based map matching was experimented

with during the implementation phase of this dissertation. However, problems arose

with the number of Edge Links that were being generated, even for the smaller

portion of the Porto Map that was finally used. This impacted performance and

required more data to train, which wasn’t feasible in this study. However, Edge

based map matching is the more popular map-matching technique and can be further

studied for future route prediction algorithms.

• Finally, a better Service Placement Algorithm could have been studied and imple-

mented. There are many studies in the literature that make use of a more com-

plex meta-heuristic Reinforcement Learning algorithm for service placement. RL

algorithms, have surpassed human level intelligence in many applications and is a

promising field for future study.

80



Bibliography

[1] D. Bahdanau, K. Cho, and Y. Bengio. Neural machine translation by jointly learning

to align and translate. arXiv preprint arXiv:1409.0473, 2014.

[2] S. Barbarossa, S. Sardellitti, and P. Di Lorenzo. Communicating while computing:

Distributed mobile cloud computing over 5g heterogeneous networks. IEEE Signal

Processing Magazine, 31(6):45–55, 2014.

[3] Y. Bengio, P. Simard, and P. Frasconi. Learning long-term dependencies with gradi-

ent descent is difficult. IEEE transactions on neural networks, 5(2):157–166, 1994.

[4] L. Chen, C. Shen, P. Zhou, and J. Xu. Collaborative service placement for edge

computing in dense small cell networks. IEEE Transactions on Mobile Computing,

2019.

[5] M. Chiang and T. Zhang. Fog and iot: An overview of research opportunities. IEEE

Internet of things journal, 3(6):854–864, 2016.
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Appendix

.1 Code for Route Prediction Algorithms

.1.1 Attention Based Sequence to Sequence Network

c l a s s EncoderNetwork (nn . Module ) :

2 de f i n i t ( s e l f , i n p s i z e , embed size , h idden s i z e ,

n l a y e r s =1, dropout =0.5) :

4 super ( EncoderNetwork , s e l f ) . i n i t ( )

s e l f . i n p s i z e = i n p s i z e #400

6 s e l f . h i dd en s i z e = h idden s i z e # 512

s e l f . embed s ize = embed s ize # 256

8 s e l f . embeddingLayer = nn . Embedding ( i npu t s i z e , embed s ize )

s e l f . lstm = nn .LSTM( embed size , h idden s i z e , n l aye r s ,

10 dropout=dropout , b i d i r e c t i o n a l=True )

12 de f forward ( s e l f , s rc , hidden=None ) :

# s r c shape => (6 , 128)

14 embedded = s e l f . embed( s r c )

16 outputs , ( hidden , c e l l ) = s e l f . lstm ( embedded , hidden )

18 hidden = ( hidden [ 0 : 1 ] + hidden [ 1 : 2 ] )

c e l l = ( c e l l [ 0 : 1 ] + c e l l [ 1 : 2 ] )

20

# Add forward and backward hidden s t a t e s o f the B i d i r e c t i o n a l LSTM

22 # Outputs => ( Num layers , 128 , 512 (Hidden S i z e ) )

outputs = ( outputs [ : , : , : s e l f . h i dd en s i z e ] +

24 outputs [ : , : , s e l f . h i dd en s i z e : ] )

r e turn outputs , hidden , c e l l

26

28 c l a s s Attent ionLayer (nn . Module ) :

de f i n i t ( s e l f , h i dd en s i z e ) :

30 super ( AttentionLayer , s e l f ) . i n i t ( )
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s e l f . h i dd en s i z e = h idden s i z e

32 s e l f . mlp atent ion = nn . Linear ( s e l f . h i dd en s i z e ∗ 2 , 1)

34 de f forward ( s e l f , decoder hidden , en c h i dden s t a t e s ) :

t imestep = encoder outputs . s i z e (0 )

36 hidden = hidden . squeeze ( )

# Repeat the Previous Decoder Hidden Sta t e s to match Encoder Hidden

Sta t e s

38 h = decoder h idden . repeat ( t imestep , 1 , 1) . t ranspose (0 , 1)

a l i gnment s co r e s = F. tanh ( s e l f . attn ( torch . cat ( [ decoder hidden ,

en c h i dden s t a t e s ] , 2) ) )

40 re turn F . softmax ( a l i gnment s co r e s )

42

c l a s s DecoderNetwork (nn . Module ) :

44 de f i n i t ( s e l f , embed size , h idden s i z e , p r ed s i z e ,

n l a y e r s =1, dropout =0.2) :

46 super (DecoderNetwork , s e l f ) . i n i t ( )

s e l f . embed s ize = embed s ize # 400

48 s e l f . h i dd en s i z e = h idden s i z e # 512

s e l f . p r e d s i z e = p r e d s i z e #100

50 s e l f . n l a y e r s = n l a y e r s # 1

52 s e l f . embedding layer = nn . Embedding ( p r ed s i z e , embed s ize )

s e l f . d ropout l aye r = nn . Dropout ( dropout , i np l a c e=True )

54 s e l f . a t t en t i on n e t = AttentionNetwork ( h i dd en s i z e )

s e l f . lstm = nn .LSTM( h idden s i z e + embed size , h idden s i z e ,

56 n laye r s , dropout=dropout )

s e l f . ou tput l aye r = nn . Linear ( h i dd en s i z e ∗ 2 , p r e d s i z e )

58

de f forward ( s e l f , input , enc hidden , p r ev i ou s h idden s ta t e ,

p r e v i o u s c e l l s t a t e ) :

60 # Get the embedding o f the cur rent input word ( l a s t output word )

embedded = s e l f . embedding layer ( input )

62

# Calcu la te a t t en t i on weights and apply to encoder hidden s t a t e s to

generate the context vec to r

64 at tn we ight s = s e l f . a t t e n t i on n e t ( p r ev i ou s h idden s ta t e , enc hidden

)

context = at tn we ight s .bmm( enc hidden . t ranspose (0 , 1) )

66 rnn input = torch . cat ( [ embedded , context ] , 2)

output , ( hidden , c e l l ) = s e l f . lstm ( rnn input , [ p r ev i ou s h idden s ta t e

, p r e v i o u s c e l l s t a t e ] )

68 output = s e l f . ou tput l aye r ( torch . cat ( [ output , context ] , 1) )
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output = F. log so f tmax ( output , dim=1)

70 re turn output , hidden , c e l l , a t tn we ight s

72 c l a s s Seq2Seq (nn . Module ) :

de f i n i t ( s e l f , encoder , decoder ) :

74 super ( Seq2Seq , s e l f ) . i n i t ( )

s e l f . encoder = encoder

76 s e l f . decoder = decoder

78 de f forward ( s e l f , source , target , t e a c h e r f o r c i n g r a t i o =0.5) :

# Get the batch s i z e

80 ba t ch s i z e = source . s i z e (1 )

82 # Get the Length o f the Target Vector − Can feed in a dummy tenso r

as we l l

l en = ta rg e t . s i z e (0 )

84

# Get Vocab S i z e

86 vocab s i z e = s e l f . decoder . ou tpu t s i z e

88 # I n i t i a t e a vec to r o f Zeros f o r output va lue s

output tenso r = torch . z e r o s ( len , ba t ch s i z e , v o cab s i z e )

90

encode r h idden s ta t e s , h idden s tate , c e l l s t a t e = s e l f . encoder (

source )

92

# Get the F i r s t va lue o f the output

94 decoder inp = Var iab le ( t a r g e t [ 0 ] ) # 1

96 # Sta r t i ng with one as the f i r s t va lue has a l r eady been taken

f o r t in range (1 , l en ) :

98 # Cal l i ng Decoder with Output shape => (1 , 128)

# Encoder Hidden Sta t e s s i z e => ( Num layers ∗ 2 , 128 , 512)

100 output , hidden , c e l l , a t tn we ight s = s e l f . decoder (

decoder inp , h idden s tate , c e l l s t a t e , en code r h idden s t a t e s

)

102 i f random . random ( ) < t e a c h e r f o r c i n g r a t i o :

decoder inp = Var iab le ( t rg . data [ t ] ) . cuda ( )

104 e l s e :

output tenso r [ t ] = np . argmax ( output )

106 decoder inp = np . argmax ( output )

108

re turn output tenso r
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.1.2 Hidden Markov Model

c l a s s HMM() :

2 de f i n i t ( s e l f , routes , N, ob s s t a t e s n ) :

s e l f . r ou te s = route s

4 s e l f .N = N

s e l f . t r an s i t i onProb = [ ]

6 s e l f . emiss ionProb = [ ]

s e l f . i n t i a lP r ob = [ ]

8 s e l f . s e quenc e f r eq = [ ]

s e l f . o b s s t a t e s n = ob s s t a t e s n

10 s e l f . i d t o s e q = {}
= s e l f . g e t t r a n s i t i o n p r o b ( )

12 = s e l f . g e t i n i t i a l p r o b ( )

= s e l f . g e t em i s s i on prob ( )

14

16 de f g e t t r a n s i t i o n p r o b ( s e l f ) :

s e q t o i d c oun t = 0

18 n = s e l f .N

s e l f . s e q t o i d = {}
20 f o r route in s e l f . r ou te s :

22 # For loop to map the route to sequences and c a l c u l a t e the

t rans f r e q and the sequence f r e q

f o r i in range (0 , l en ( route )−n+1) : # (0 to ( 10−2) = 8) i . e (0

to (7 +2) = 9) − 0 to i n c l ud ing 9 i s 10 p l a c e s

24

sequence = tup l e ( route [ i : i+n ] )

26 i f sequence not in s e l f . s e q t o i d . keys ( ) :

s e l f . s e q t o i d [ sequence ] = s e q t o i d c oun t

28 s e l f . i d t o s e q [ s e q t o i d c oun t ] = sequence

s e q t o i d c oun t = s eq t o i d c oun t +1

30

32

34 s e l f . tempTransit ionFreq = np . z e ro s ( ( l en ( s e l f . s e q t o i d ) , l en ( s e l f

. s e q t o i d ) ) )

s e l f . s e quenc e f r eq = np . z e ro s ( ( l en ( s e l f . s e q t o i d ) , ) )
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36 # Mapping s t o r i n g the sequence in the sequence f r e q

tab l e

38

# Calcu l a t i on o f the t rans f r e q

40 f o r route in s e l f . r ou te s :

f o r i in range (0 , l en ( route )−n+1) :

42

# Hidden Sta te s Frequence − Sequence Freq Ca l cu l a t i on

44 sequence = s e l f . s e q t o i d [ tup l e ( route [ i : i+n ] ) ]

46 count = s e l f . s e quenc e f r eq [ sequence ] +1

s e l f . s e quenc e f r eq [ sequence ] = count

48

i f not i>=(len ( route )−n) :

50 sequence1 = s e l f . s e q t o i d [ tup l e ( route [ i : i+n ] ) ]

sequence2 = s e l f . s e q t o i d [ tup l e ( route [ i +1: i+n+1]) ]

52

count = s e l f . tempTransit ionFreq [ sequence1 , sequence2 ] +1

54 s e l f . tempTransit ionFreq [ sequence1 , sequence2 ] = count

56

s e l f . t r an s i t i onProb = np . z e ro s ( ( l en ( s e l f . s e q t o i d ) , l en ( s e l f .

s e q t o i d ) ) )

58

# Trans i t i on Probab i l i t y Ca l cu l a t i on Using Trans i t i on Frequenc

60 f o r i in range (0 , l en ( s e l f . t r an s i t i onProb ) ) :

current sum = s e l f . tempTransit ionFreq [ i , : ] . sum( )

62 i f current sum > 0 :

s e l f . t r an s i t i onProb [ i , : ] = [ f l o a t ( ” { : . 5 f }” . format ( t rans /

current sum ) ) f o r t rans in s e l f . tempTransit ionFreq [ i , : ] ]

64 i f s e l f . t r an s i t i onProb [ i , : ] . sum( ) > 1 . 0 0 1 :

p r i n t ( ”The row sum was b igge r than 1 at row id : ” , i )

66

re turn s e l f . t r an s i t i onProb

68

de f g e t i n i t i a l p r o b ( s e l f ) :

70 s e l f . i n t i a lP r ob = np . z e ro s ( ( l en ( s e l f . s e q t o i d ) , ) )

# c a l c u l a t e t o t a l sum of f r e qu en c i e s f o r a l l the hidden s t a t e s

72 tota l sum = s e l f . s e quenc e f r eq . sum( )

# c a l c u l a t e the i n i t i a l P robab i l i t y o f a l l the hidden s t a t e s by

d i v i d i ng by the t o t a l sum

74 s e l f . i n t i a lP r ob = s e l f . s e quenc e f r eq / tota l sum

f o r i in s e l f . i n t i a lP r ob :
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76 i f i > 1 . 0 :

p r i n t ( ”Bigger than 1 at id : ” , i )

78 re turn s e l f . i n t i a lP r ob

80 de f g e t em i s s i on prob ( s e l f ) :

s e l f . emiss ionProb = np . z e ro s ( ( l en ( s e l f . s e q t o i d ) , s e l f .

o b s s t a t e s n ) )

82 # For a l l the hidden s t a t e s loop

f o r sequence in s e l f . s e q t o i d :

84 s e q i d = s e l f . s e q t o i d [ sequence ]

86 # get l ength o f cur rent sequence

t o t a l c oun t = len ( sequence )

88 t emp ce l l c ount = {}

90 # Calcu la te f requency o f the Hidden Sta t e s i n s i d e the cur rent

sequence

f o r c e l l in sequence :

92 i f c e l l not in t emp ce l l c ount :

t emp ce l l c ount [ c e l l ] = 1

94 e l s e :

n ew ce l l c oun t = temp ce l l c ount [ c e l l ] + 1

96 t emp ce l l c ount [ c e l l ] = new ce l l c oun t

98 # Divide f r e q o f each hidden s t a t e in sequence by t o t a l l ength

o f sequence .

f o r c e l l in t emp ce l l c ount . keys ( ) :

100 s e l f . emiss ionProb [ s eq id , c e l l ] = temp ce l l c ount [ c e l l ] /

t o t a l c oun t

102 i f s e l f . emiss ionProb [ s e q i d ] . sum( ) > 1 :

p r i n t ( ”Greater than one at id : ” , s e q i d )

104

re turn s e l f . emiss ionProb

106

de f v i t e r b i ( s e l f , O) :

108

t r an s i t i onProb = s e l f . t r an s i t i onProb

110 i n t i a lP r ob = s e l f . i n t i a lP r ob

emiss ionProb = s e l f . emiss ionProb

112

n hs t a t e s = t rans i t i onProb . shape [ 0 ] # Number o f s t a t e s

114 num obs = len (O) # Length o f obse rvat i on sequence
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116 # I n i t i a l i z e V i t e rb i and Backtracking zero matr i ce s

v i t e r b i = np . z e ro s ( ( n hs ta te s , num obs+1) )

118 back track = np . z e ro s ( ( n hs ta te s , num obs ) ) . astype (np . in t32 )

v i t e r b i [ : , 0 ] = np . mult ip ly ( in t i a lProb , emiss ionProb [ : , O [ 0 ] ] )

120

# Compute V i t e r i b i and Backtracking Matr ices in a loop

122 f o r n in range (1 , num obs +1) :

f o r i in range ( n h s t a t e s ) :

124 i f n == num obs :

temp product = np . mult ip ly ( t r an s i t i onProb [ : , i ] ,

v i t e r b i [ : , n−1])

126 v i t e r b i [ i , n ] = np .max( temp product )

back track [ i , n−1] = np . argmax ( temp product )

128 e l s e :

temp product = np . mult ip ly ( t r an s i t i onProb [ : , i ] ,

v i t e r b i [ : , n−1])

130 v i t e r b i [ i , n ] = np .max( temp product ) ∗ emiss ionProb [ i ,

O[ n ] ]

back track [ i , n−1] = np . argmax ( temp product )

132

134

# Backtracking

136 ouputsequence = np . z e ro s ( num obs+1) . astype (np . in t32 )

ouputsequence [−1] = np . argmax ( v i t e r b i [ : , −1])

138 f o r n in range ( num obs −1, −1, −1) :

ouputsequence [ n ] = back track [ i n t ( ouputsequence [ n+1]) , n ]

140

seq = [ ]

142 f o r sequence in ouputsequence :

seq . append ( s e l f . i d t o s e q [ i n t ( sequence ) ] )

144 re turn seq , v i t e r b i , back track
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