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A COVID-19 Fake News Detection System

Muvazima Mansoor, Master of Science in Computer Science

University of Dublin, Trinity College, 2022

Supervisor: Khurshid Ahmad

The pandemic bought along with it an infodemic which is the overabundance of informa-
tion, truthful or not, that is often spread over social media. The spread of misinformation
regarding COVID-19 has dire consequences hampering the efforts of health systems world-
wide. Social media has made it easy to share personal opinions which are neither entirely
truthful nor fake and can be termed as ‘imaginative’. This work presents a fake news de-
tection system which can differentiate between informative, imaginative, and fake news.
Each type of news is written concerning a target audience. The differences in the style
of writing of three types of news are analysed at multiple levels of linguistic description
such as – lexical, syntactic, semantic, and pragmatic. Finally, content-based features are
leveraged to construct a fake news detection system utilising a Perceptron model that
can classify informative, imaginative, and fake news with an F1 score of 0.74, 0.8 and
0.95, respectively. It performs significantly better than the baseline Näıve Bayes model
that gave an F1 score of 0.64, 0.58 and 0.35 for informative, imaginative, and fake news,
respectively.
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Chapter 1

Introduction

With the COVID-19 pandemic came another significant issue known as the ”infodemic”.

Infodemic is the over-abundance of information spread rapidly without checking its au-

thenticity.

In the scenario of COVID-19, the infodemic involved the rapid information spread

regarding the source of the coronavirus, so-called ”cures”, symptoms, opinions regarding

the vaccination and death rates, etc. For the general public consuming this vast amount

of information so readily available online, it is difficult to determine whether it is truthful.

Exaggerated or false information can create a lack of understanding and awareness of the

virus, which might hamper the tremendous efforts to stop the spread of the virus. It puts

people at risk by advocating a false sense of security. Misinformation also puts people

at risk by promoting fake remedies and products. In addition, misinformation instils a

suspicion of state mandates and official sources. For instance, fake news such as ”Face

masks are useless against COVID-19 and are harmful to health” and ”Vaccination leads

to autism” were widely spread and believed. Information like this led to the formation

of anti-vaccination and anti-mask groups worldwide that organised protests against these

protective measures.

The spread of misinformation can stem from individuals or criminals looking to profit,

government officials or politicians seeking to leverage the situation for their interests and

opportunists seeking to discredit truthful sources. This misinformation gains traction

when the unaware public shares it on their social network.

The spread of misinformation during the pandemic became so prevalent that social

media platforms such as TikTok, Facebook and Twitter started labelling the posts con-

taining misinformation with warning messages to inform the user of a potentially fake

piece of information. Early methods to determine fake news involved checking the text’s

grammar and amount of spelling mistakes. However, with the advancement in technology
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and the auto-correct features, it has become tough to distinguish fake news from truthful

based on grammar alone. However, some of this news cannot be termed ’fake’. This is

because the information stems from sources that are believed to be reliable, and there is

no reason to question their authenticity.

Information can be spread from multiple sources. Each source is written for a target

audience. Scientific journals and papers assume the reader has some domain knowledge.

The articles written for scientific magazines are not as complex as the journals meant for

an educated crowd. In comparison, news articles are meant for the general public and are

easy to read. These sources, such as journals, scientific papers, books, and news articles,

are termed ’informative’. On the flip side, sources such as blogs, opinion editorials, and

advertisements are meant for the general public and reflect the view or opinion of the

author. These are usually exaggerated and are intended to create a discussion among the

readers. Social media posts are short, easy to read and therefore gain more engagement

from people. These sources are termed ’imaginative’ since they are not backed by scientific

research and merely express the view of an individual.

The difference in the interoperability of the different sources, and the ease of access

causes misrepresentation of information from an ’informative’ source to ’imaginative’ and

finally to ’fake’. Figure 1.1 represents the text cline where knowledge gets diffused from

facts to opinions to rumours.

Figure 1.1: Information gets diffused on a text cline

Misinformation has always been an issue, and the repercussions are worse in an un-

familiar environment like the pandemic. Therefore, the need for accurate information is
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paramount to prevent the widespread of the disease and for general wellbeing. This dis-

sertation is an attempt to aid the identification of misinformation regarding the Covid-19

pandemic.

1.1 Problem Definition

As described in the introduction, the need for accurate information regarding the pan-

demic is paramount. Misinformation in an unfamiliar environment like the pandemic

can have serious consequences. There have been various research to determine whether

a piece of information is reliable or not. However, due to the diversity and complexity

of online data and the dynamic information on social networking platforms, it is difficult

to accurately identify ’fake’ news or ’imaginative’ news. Multiple fact-checkers employ

machine learning models to determine the authenticity of a text. However, they exist at

a binary level and classify the information as true or false. They do not consider that it

could be a combination of both or ’imaginative’, which reflects an individual’s opinion. In

addition, these methods require large training sets and complex machine learning models.

This dissertation aims to distinguish between news that is ’informative’, ’imaginative’

and ’fake’ at different levels of linguistic description. Informative news originates from

trusted sources such as journals, peer-reviewed papers, news articles, etc. In comparison,

imaginative news comprises opinion editorials which are traditionally located opposite the

editorial page and stem from an author not affiliated with the publication. In addition,

people’s blogs, advertisements, and social media posts also form the ’imaginative’ space.

For example, advertisements for a ’cure’ can be exaggerated since they promote a product.

’Fake’ news comprises deliberate misleading information. The intent behind spreading

this kind of news is malicious. News sourced from these different sources is analysed for

differences at different linguistic description levels, such as the lexical level, syntactic

level, semantic level, and pragmatic level. At the lexical level, the words (tokens) are

analysed using descriptive statistics and frequency lists of tokens. At the syntactic level,

the relationship of words within a sentence is analysed using Part-of-Speech analysis. At

the semantic level, the sentence’s meaning is analysed using candidate term analysis. At

the pragmatic level, the meaning of the entire text is considered to analyse the difference

between the three corpora.

Using these different levels of linguistic description, the dissertation hypothesis is:

’A computer program cannot differentiate between informative, imaginative or fake

news ’.

This dissertation attempts to conduct multiple experiments and tests to accept or

reject the above hypothesis using a systematic approach.
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1.2 Contributions

This dissertation builds a COVID-19 fake news detection system that identifies whether a

given article is informative, imaginative, or fake. It provides more granularity than other

fake news detection systems that only classify the article as fake or non-fake. It also offers

a systematic approach for analysing the text using linguistic descriptions such as lexical,

syntactic, semantic, and pragmatic. In addition, a pre-processed and clean data-set is

provided for each informative, imaginative, and fake news class that can be used for other

research on the pandemic. Finally, a model is built using a Perceptron that can identify

a given article as either informative, imaginative, or fake with 83.5 % accuracy.

1.3 Structure of the dissertation

The structure of the dissertation is as follows –

Chapter 2 describes the motivation behind the dissertation. It also describes the dif-

ferent fake news detection methods that exist and a justification for the method

followed in this dissertation.

Chapter 3 describes the method followed to construct a Covid-19 fake news detection

model. It describes the data and pre-processing steps. In addition it describes

the analysis at multiple linguistic levels such as lexical, syntactic, semantic and

pragmatic. Finally, it discusses the machine learning methods used for classification.

Chapter 4 details the data collection and the observation of the analysis at each lin-

guistic level. It also discusses the performance of the two machine learning models

- Naive Bayes and Perceptron.

Chapter 5 provides the conclusion, limitations and the scope for future work.
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Chapter 2

Literature Review

This chapter describes the background of the project and the related works. The first

section describes the concepts of infodemic, misinformation and its repercussions. The

second section describes the existing fake news detection methods.

2.1 Motivation

2.1.1 Infodemic

As mentioned in the introduction, the pandemic bought along another significant issue,

called the ‘infodemic’. Dr Sylvie Briand from WHO defines an infodemic as a “tsunami

of information which can be accurate and otherwise that spreads along with a disease

outbreak” (1). The infodemic cannot be eradicated due to the power of the internet

and the speed of technology. The infodemic is detrimental to the health institutions

and systems worldwide. An infodemic management community was formed by WHO (1)

to monitor, understand and combat the harm caused due to the infodemic. Figure 2.1

displays the implementation and design model of infodemic management proposed by

WHO. The aim was to change the people’s behaviour by listening to their concerns,

educating about science and risk, developing resilience to untrue information, and finally,

empowering and engaging different communities to fight against the infodemic along with

the pandemic.

This approach to infodemic management requires a lot of resources and workforce

since it involves educating and engaging with the community. However, the dissertation’s

method involves managing the infodemic at the root level. The information is analysed

for linguistic differences to determine whether it is truthful, fake, or merely an opinion.

This reduces manual effort since a computer program is built to automate the task of fake

news detection.
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Figure 2.1: Infodemic management ecosystems (1)

2.1.2 Effects of Infodemic and fake news

The consequences of COVID-19 misinformation are dire, and multiple research papers

prove this.

The study outlined in (3) describes people’s susceptibility to misinformation worldwide

and the role this susceptibility plays in health behaviours. Five countries were consid-

ered for the study, including the UK, Mexico, Spain, Ireland, and the USA. The survey

was conducted between April and May 2020, and two surveys were conducted in the UK

to determine whether the results were consistent over time. The participants were sur-

veyed on gender, age, political ideology, education level, minority status and trust in the

government, news, and scientists. The participants were also tested on their numeracy

level with the help of different numeracy tests to know whether they could comprehend

quantitative data. Concerning COVID-19, the participants were asked if they would get

vaccinated, the extent to which they follow health guidelines, whether they trust the steps

taken by WHO to combat the virus, and whether they came across information regarding

the virus from social media or WHO. In addition, the participants were given nine state-

ments regarding the virus (one ambiguous, two genuine and six false). They were asked

to score their reliability on a 1-7 Likert scale. The survey led to many interesting results,

the most crucial being that there is a strong link between hesitancy to vaccines and the

susceptibility to misinformation, along with a reduced inclination to follow public health

guidelines. Another study outlined in (4) explores impact of misinformation on the will-

ingness to comply with the lockdown rules imposed by the UK government. The survey

was conducted between 20th to 22nd May 2020, and 2,254 people from the UK were sur-

veyed. The results show a negative correlation between compliance with state-imposed
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health measures and the belief in COVID-19 conspiracy theories. Another interesting

finding was that younger generation are more susceptible to the conspiracy theories than

older people because the younger population uses social media more predominantly than

the older generation, which relies more on broadcast media for information. In addition,

the exposure to misinformation is much more than what is assumed. For instance, the

study in (5) shows that almost half of the population in the UK (46%) have come across

COVID-19 misinformation. In addition, among those that have encountered misinfor-

mation, 66% (almost two-thirds) experience these misinformation stories daily. This is

concerning as prolonged exposure to misinformation increases the susceptibility to fake

news (6).

2.1.3 Conclusion

Based on these studies, misinformation threatens society as it hinders the state’s efforts

to combat the virus. To curb the amount of misinformation on the virus and to help stop

the spread of coronavirus, this dissertation aims to build a COVID-19 fake news detection

system.

2.2 Fake News Detection Methods

This section describes the different studies on fake news detection to provide a compre-

hensive view of the current methods.

To combat fake news, many manual fact-checking tools and websites exist. However,

with the infodemic and the amount of information present, particularly on social media,

the manual fact-checkers are unable to scale well (7). Therefore, automatic fake news

detection methods have been developed to overcome the forthcomings of manual fact-

checkers.

Methods of automatic fake news detection methods are of two types - content-based

and propagation-based methods (8). Content-based strategies leverage the content of

the news to identify whether it is fake or not. Whereas Propagation- based methods

leverage the social context information to identify whether a piece of information is fake

or not. However, content and propagation-based methods are not independent of each

other. Combining the strengths of both these methods is proven to be beneficial. For

instance, (9) describes an approach to combine the three features of fake news – source,

response, and text. A Recurrent Neural Network (RNN) is used for modelling the activity

of a user on a news piece. This approach gave a better accuracy than just using either

one of the characteristics individually to predict fake news. Similarly, (10) used social
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and content-based features to train a probabilistic classifier with an accuracy of 90.62 per

cent.

Figure 2.2 displays the different fake news detection methods reviewed in this chapter.

The green boxes represent the method followed in this dissertation.

Figure 2.2: Different Fake news detection methods

2.2.1 Propagation-Based Methods

The social context dissemination of news on social media involves a tri-relationship among

the users, news pieces and the publishers. Kai Shu et al. (11) leverage this tri-relationship

to determine fake news. The user-news and publisher-news interactions are modelled using

embeddings to create a fake-news detector framework. A similar approach was followed

by (12), where the patterns in a social network are represented and leveraged at different

network levels, such as the ego level, node level, triad level, network level and community

level. Zhiwei Jin et al. (13) outline a method to automatically identify fake information in

microblogs by leveraging social viewpoints that are conflicting in a ‘credibility propagation

network’. The conflicting views are identified using an unsupervised topic model. The

network is constructed by using both opposing and supporting viewpoints. Propagation
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of credibility in this network is formulated as a graph optimisation problem. As shown in

Figure 2.3, a news article goes through three stages in its life cycle - creation, publication

and spread in the media (2).

Figure 2.3: Life cycle of a news article with the four different fake news
detection methods (2)

A challenge faced by propagation-based methods is that it is tough to determine

whether the information is fake before the third stage (before the information is propa-

gated). This limits the detection of fake information at the early stages. Detection of

fake information at the early stages is essential because the longer a person is exposed to

fake information, the more likely they are to believe it (14).

2.2.2 Content-Based Methods

In content-based methods, the news content can be represented from multiple perspectives

such as – Knowledge, Style, and Latent representation (8).

Knowledge-based

Knowledge-based methods employ fact-checking to detect fake news. Fact-checking in-

volves determining the authenticity of unknown information with known and verified

facts. Knowledge-based methods are of three types: crowd sourcing, expert, and compu-

tational (15).

Crowd sourcing-oriented methods involve a large population of fact-checkers. Collec-

tive intelligence is used to identify whether a piece of information is fake. Fact-check

websites that are crowd-sourced like Fiskkit (16) allow users to rate different sentences in

an article and provide a tag that best describes an article.

However, crowd sourcing-oriented methods are not very credible due to potential bias

and are difficult to manage. Therefore, filtering needs to be done for users that are not
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credible, and inconsistent results need to be rectified, which becomes progressively more

challenging as the number of users grows (2).

On the other hand, Expert-oriented methods involve a selective group of domain ex-

perts as fact-checkers. Unlike crowd sourcing methods, they are easy to manage and

credible. Fact-checking websites that experts verify, such as PolitiFact (17), provide

a ‘truth-o-meter’ that ranges from different intensities of False-Truth against popular

tweets, news articles and social media posts. However, expert-oriented methods are hard

to scale with a large amount of information.

Both crowd sourcing and expert-oriented methods involve manual fact-checking at

some level.

To overcome the scalability issues associated with these methods, automatic fact-

checkers are used. These automatic fact-checkers involve using Natural Language Pro-

cessing (NLP), Information Retrieval (IR) and Machine Learning along with graph the-

ory (18). ‘Knowledge’ is defined as tuples of Subject, Predicate, Object (SPO) that are

derived from the text (8). For example, an SPO tuple for the sentence ‘Narendra Modi is

the Prime Minister of India’ would be (‘Narendra Modi’, ’Profession’, ’Prime Minister’).

Link Prediction algorithms (19) (20) are used in Knowledge-based methods to determine

the authenticity of news by extracting knowledge (SPO tuples) from the information and

comparing it with ground truth data called Knowledge Vault (21) within a Knowledge

Graph (KG). However, post-processing is required to infer the knowledge as KG’s are

incomplete (22). In addition, fact-checking recent information requires the knowledge in

the KG to be timely. Finally, Knowledge-based approaches cannot distinguish between

news that is false and fake (intentionally false) (2).

Style-based

Style-based methods can determine the intention behind a news article (whether the

intent is to deceive the people or not). In contrast, knowledge-based methods can only

determine the authenticity of the information. The Undeutsch Hypothesis (23) states that

the style of writing for a true statement is different from a fake one. Style-based methods

leverage the above hypothesis and identify the quantifiable features that make fake news

different from real news. This facilitates building an ML model that can automatically

detect phoney information using these features. These quantifiable features (ML) can be

classified as textual and visual.

In a traditional Machine Learning framework, textual features are usually used to

identify whether a piece of information is fake. These textual features can be differentiated

at four linguistic descriptions such as – lexical, semantic, syntactic and discourse (24).
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At the lexical level, the frequency lists of tokens in an article are analysed using the

Bag of Words (BOW) model (12).

At the syntactic level, features are divides into deep-syntactic and shallow-syntactic

features (25). The frequency of Part-of-speech tags (Nouns, adjectives, determiners, etc.)

are used for evaluating the shallow-syntactic features. In comparison, deep-syntactic

features involve assessing the frequency of rewrite rules. These re-write rules can be

obtained from ‘Probabilistic Context-Free Grammar’ (PCFG) trees (8) (25).

At the semantic level, the sentiments of the news article are analysed by investigating

psycho-linguistic attributes. Zhou et al. (8) separate the news content into the body and

headline at the semantic level. This is because disinformation-related articles focus on

the body, whereas clickbait articles focus on the headline.

At the discourse level, the relationship between the sentences of an article is investi-

gated. The relationship between the sentences can be found using an RST parser (26).

For a news article, the association is modelled using a tree in which the leaf nodes are the

sentences and the non-leaf nodes are the relationship between the sentences.

To capture the sequence of tokens (rewrite rules, POS tags) at the different linguistic

levels, Term Frequency Inverse Document Frequency (TFIDF) can be utilized (27).

Visual features comprise the images present in the news article. However, little re-

search has been done to identify whether the information is fake by leveraging the pho-

tos (28). Non-latent features can be used to represent visual features as described in (29),

where different features like a clarity score, clustering score, diversity score, coherence

score, similarity distribution, etc., are derived from the images. However, if these images

need to be processed by a deep learning model, a latent representation of the pictures is

in the form of a tensor or a pixel matrix (30).

Latent Representations

Latent representation of a piece of information is the automatic generation of features

using deep learning techniques such as Text-CNN (31) (32) (33) or tensor/matrix factori-

sation.

Latent representation could be derived at the word level (For example, Word2Vec (34)),

sentence level or document level (For example, Doc2Vec) (35). The results are embeddings

which can be input directly into Machine Learning or Deep Learning classifiers.

Although these features help detect fake news, they are difficult to understand. This

limits the public’s comprehension of fake news.

Using these textual (non-latent) and latent features of a piece of information, tradi-

tional Machine Learning models or Deep learning models can be built to identify fake
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news.

2.3 Machine Learning Models

As discussed earlier, information content can be represented using non-latent or latent

representations in a Machine Learning framework. These features are derived from the

text at various levels (lexical, semantic, syntactic and discourse). They can also be de-

rived from images in the news. In general, Machine Learning models can be supervised,

unsupervised or semi-supervised. Supervised models (classifiers) are commonly used for

identification of fake news using style-based methods. For instance, (36) classified fake

news using multiple ML models such as Näıve Bayes, K Nearest Neighbour, Decision

trees, and Random Forest. The highest accuracy was obtained using the Näıve Bayes

approach.

Zhou et al. (8) show that non-latent features (textual and visual) perform much better

than latent features. In addition, leveraging features from multiple linguistic levels (lexi-

cal, semantic, syntactic and discourse) perform much better than using features from any

single level. Finally, rewrite rules and frequency of tokens perform better at fake news

detection than other features.

2.4 Deep Learning Models

In a deep learning framework, latent representation of the information content is more

widely used than non-latent representations. As discussed earlier, the information content

is represented using embeddings at the word level (Word2Vec (34)) or the document level

(Doc2Vec (35)). The images are usually represented using tensors or pixel matrices.

These embeddings are fed into a deep learning network such as Convolutional Neural

Networks (CNNs) (31) (32) (33), Long Short-Term Memory (LSTMs) (36), Transform-

ers (37) etc., to get the latent representation of the data. These features are then provided

to a classifier like softmax to classify whether the news is fake.

For example, (37) uses a combination of BERT transformer and CNN to give an

accuracy of 98.90 per cent in fake news detection. BERT creates an embedding for the

text, and CNN is used to classify these embeddings into fake or not fake.
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2.5 Conclusion

As visualised Figure 2.2, the green boxes with the orange path are chosen as the method

followed in this dissertation based on the extensive research on current techniques to

identify fake news. The following approach is summarised as follows:

1. Content-Based Fake News Detection.

2. Style-Based textual features are extracted at different linguistic levels.

2.1 Lexical level – frequency lists using the BOW model

2.2 Syntactic level – Part-of-speech analysis

2.3 Semantic level- Candidate term analysis

2.4 Pragmatic level – emotion analysis

3. TF-IDF is used to capture the sequence of tokens at different linguistic levels.

4. Non-latent features extracted in the above step are fed to ML models such as Näıve

Bayes and Perceptron.
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Chapter 3

Methods

3.1 Overview

As mentioned in the literature review, fake news can be detected using Knowledge or

Content-Based methods. The focus of this dissertation is the Content-Based method,

particularly the Style-based using non-latent textual features. Fake news detection using

the above approach falls under the Text Analytics domain of Natural Language Processing

(NLP). NLP itself branches from a more extensive field called Artificial Intelligence.

Text Analytics uses a combination of ML, linguistic techniques, and statistics to derive

insights from significant amounts of unformatted or unstructured data.

Almost fifty per cent of the world’s population is active on social media. This causes

an enormous amount of daily data in the form of tweets, posts, blogs, reviews, comments,

discussions, etc. Most of this data present online is unformatted or unstructured. Deriv-

ing insights from these large amounts of data can benefit multiple organisations. These

insights can help improve customer satisfaction, improve profitability and, in our case,

detect fake news.

In text analytics, insights are derived from a text by leveraging the grammatical struc-

ture of the language used. These grammatical structures are identified and understood

using Part-of-Speech tagging in multiple text analytics methods. Part-of-Speech tagger

developed by Stanford (38) is commonly used in multiple Natural Language Processing

tasks. However, not much attention is paid to leveraging keywords in specialist texts.

Specialist-texts or domain-specific texts contain specific keywords that are repeated often

and can represent the core ideas of the text (39). The language used in these specialist

texts concerns a target audience.

This dissertation considers three specialist texts– informative, imaginative, and fake

news. All these three corpora are COVID-19 specific, but the style of writing differs due
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to their different target audiences.

These texts contain a large number of domain-specific terms. The author could intro-

duce these terms, which eventually become a part of the language. The frequency of usage

of these terms varies greatly in specialist texts compared to general language texts. For

example, the word ‘coronavirus’ has a much higher frequency of occurrence in specialist

texts about COVID-19 compared to a general language corpus.

Therefore, this idea will be used to determine the terms used in the three specialist

corpora and their frequency of occurrence. In addition, this will help to determine the

areas of focus of these corpora and how it differs from the other specialist texts and the

general language corpus.

Thus, the three corpora are analysed at different linguistic levels using frequency

analysis, Part-of-Speech tagging, domain-specific terms, etc. These concepts are explained

in further detail in this section.

An important branch of Natural Language Processing is Sentiment Analysis which

helps us determine the sentiment associated with a piece of text. Therefore, to analyse

these corpora at the pragmatic level, sentiment analysis using the Bag of Words model

was performed to determine the sentiment associated with each corpus.

Figure 3.1 displays the system architecture as well as the steps involved in ‘COVID-19

fake news detection’ that are followed in this dissertation, and this section describes each

of those steps in detail.

Key Terms Used

1. Open Class Words – words specific to the domain. Ex – Coronavirus, vaccine

2. Closed Class Words – common words in the language. Ex – the, and, or, but

These two classes are mutually exclusive from each other.
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Figure 3.1: System Architecture

3.2 Data Collection

The first step of this research was to sample data randomly and generate a dataset of

informative, imaginative, and fake news.

These three sources of informative, imaginative, and fake news form a special language

corpus since they are domain-specific and are written concerning a target audience. Fig-

ure 3.2 displays the three domains of data. The informative domain consists of scientific

research, proven facts, peer-reviewed papers, books, and expert opinions on the COVID-

19 pandemic. In comparison, the imaginative domain consists of views by individuals in

the form of posts or blogs on social media, advertisements for covid relief products and

blogs on the pandemic. Finally, fake news consists of news or tweets written to mislead

the public and cause panic.

The rationale behind choosing these three distinct genres of information was to analyse

the difference between scientific research or fact, an opinion by an individual or a fake

piece of information. The informative source is meant to educate the public and provide

ground truth. Whereas the imaginative source can be truthful or not, it merely voices an
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Figure 3.2: Data types

individual’s thoughts and is not backed by research. However, fake news is entirely false

and causes more harm than good. It can interfere with the government’s efforts to curb

the spread of the virus.

Differences are analysed concerning the writing style and the terminology used in these

corpora to determine whether it could be a differentiating factor in building a fake-news

detection model.

3.3 Data Pre-processing

As mentioned in the overview, most of the existing data is unstructured and unformatted.

Therefore, an essential step before any analysis is pre-processing the data. Since the

primary objective of this dissertation is to create a computer program that can detect

fake news, the data that is input into the model needs to be machine-readable. It is also

necessary for the data to be compatible with all the components in the system to ensure

the algorithm works as intended. Figure 3.3 displays the different pre-processing steps

taken to clean the data.

The first step in the pre-processing is ensuring the encoding of all the texts is uniform.

This is done to ensure that the data is not misrepresented. This is essential since the

text could be written in machines with different operating systems and encoding formats.

Therefore, to standardise all texts, the encoding should be made uniform.

Based on the different experiments, ‘UTF-8’ (40) was the encoding format chosen for

all the input text. UTF-8 was selected as the encoding format as it is the most widely

used encoding for the World Wide Web. It makes up 97.7 per cent of the encoding of all

web pages (41).
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Figure 3.3: Data Pre-processing Steps

The second step in pre-processing the data was removing special characters from the

text. Although these special characters have a meaning and are used for a specific purpose,

they do not contribute much to the textual analysis and can be removed. In addition,

since the specialist texts are compared with a general language corpus, it is essential to

standardise the texts across all three corpora so that the words or tokens can be compared.

The third step in the pre-processing was to convert all the text to lowercase and

remove any URL’s from the data. Since most data is sourced from websites, removing

any hyperlinks that might be found in the information is essential. In addition, converting

all text to lowercase helps us easily compare the texts in the different corpora.

Removal of special characters, URLs and conversion to lowercase is done with the help

of the RegEx (42) library in Python. It stands for ‘Regular Expression’ and can be used

to find patterns in a string and replace them with another or altogether remove them.

The fourth step in the pre-processing was to standardise the umlauted characters in

the string. Umlauted characters are the accent characters such as - ä, ë,̈ı,ö,ü. This was

done with the help of the unidecode (43) library in Python.

The final step in the pre-processing was to split the contractions present in the text.

For example, ‘haven’t’ would be divided into ‘have not’. This was done with the help of

the contractions (44) library in Python.

Figure 3.4 summarises the results of the pre-processing.

As shown in Figure 3.4, special characters like ‘#’ were removed. In addition, all

characters were converted to lowercase. The downside is that abbreviations like the ‘US’

were converted to ‘us’, thereby changing the meaning. It is also observed that ‘can’t’ has

changed to ‘can not’, and the hyperlink has been removed.

After the data has been collected and pre-processed, it is fed into the fake-news de-

tection model.
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Figure 3.4: Example of Pre-processed Data

3.4 Fake News Detection

As described in the literature review (Chapter 2), fake-news detection models are content-

based or propagation-based. Due to the success of content-based fake news detection

models in the past, different content-based approaches were implemented in this disser-

tation. To convert the text into a numerical representation so that it can be input to a

Machine Learning model, a TF-IDF (45) encoding is used which captures the style-based

textual features at different linguistic levels. These models are then trained to classify

the news as informative, imaginative, or fake.

To determine the intention behind a piece of information, the style of the text is

leveraged. The style of the text can be grasped using multiple linguistic description levels

such as – lexical, syntactic, semantic, and pragmatic.

The different linguistic levels for the pre-processed text are analysed using a Bag-of-

Words model. The Bag-of-Words (BOW) is a Natural Language Processing (NLP) method

for data representation. It uses the occurrence of tokens in the text and disregards the

order of the tokens. Figure 3.5 displays the different linguistic levels considered in this

dissertation and the analysis followed in each level.

Figure 3.5: Analysis of Different Linguistic Descriptions
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3.4.1 Lexical Level

At the lexical level, the pre-processed text is analysed at the lowest granularity by con-

sidering the unique words or tokens and their relative frequencies in the corpus. This

is based on the concept of Lexical Cohesion. It concerns how similar words are used to

connect the different elements of a text. Collocation and repetition are different forms of

lexical cohesion. In this dissertation, the repetition form of lexical cohesion is leveraged

to analyse the text at this level.

The relative frequencies of words are found in the Special Language Corpus (Informa-

tive, Imaginative, and fake) and ordered based on their frequency of occurrence (highest

to lowest). The relative frequency of these tokens in a General Language Corpus (Amer-

ican National Corpus) is computed and compared, as shown in Table 3.1. This is similar

to the approach followed by Ahmad et al. in (46). This is done to see if the relative

frequency distribution of the hundred most frequently occurring tokens in the special

language corpus varies from the general language corpus.

Table 3.1: Relative frequency distribution of hundred most frequently occurring tokens
in Informative corpus and American National Corpus.

Word count Tokens Cumulative Freq (SLC) Cumulative Freq (ANC)
1-10 [’the’, ’of’, ’and’, ’to’, ’a’, ’in’, ’for’, ’on’, ’is’, ’with’] 20.58077175 17.87232273
11-20 [’that’, ”’s”, ’it’, ’was’, ’as’, ’by’, ’from’, ’he’, ’at’, ’where’] 5.280750971 4.358590909
21-30 [’are’, ’be’, ’has’, ’not’, ’an’, ’those’, ’this’, ’his’, ’have’, ’or’] 3.685009835 3.134436364
31-40 [’said’, ’who’, ’but’, ’were’, ’we’, ’trump’, ’they’, ’people’, ’had’, ’new’] 2.928998546 1.869354545
41-50 [’coronavirus’, ’been’, ’about’, ’you’, ’their’, ’sars’, ’virus’, ’which’, ’covid’, ’president’] 2.148756125 1.0744
51-60 [’can’, ”’s”, ’health’, ’would’, ’than’, ’one’, ’patients’, ’all’, ’other’, ’i’] 1.788015161 1.138263636
61-70 [’also’, ”n’t”, ’when’, ’will’, ’after’, ’times’, ’if’, ’some’, ’mr’, ’what’] 1.536980644 1.319531818
71-80 [’its’, ’could’, ’time’, ’mr’, ’there’, ’news’, ’disease’, ’vaccine’, ’no’, ’more’] 1.323443801 0.775409091
81-90 [’york’, ’these’, ’may’, ’that’, ’data’, ’have’, ’more’, ’two’, ’like’, ’she’] 1.193443783 0.977995455
91-100 [’cov’, ’many’, ’how’, ’our’, ’cases’, ’cough’, ’care’, ’those’, ’into’, ’up’] 1.082949825 0.519081818

3.4.2 Syntactic Level

At the syntactic level, emphasis is made on how the tokens in a sentence are linked to

each other. The relationship of the tokens within a sentence is analysed using Part-of-

speech tagging. It is a Natural Language Process which marks up a token in a text and

designates a part of speech based on the context and the meaning of the token. One of the

fundamental steps in learning a new language is recognising different parts of speech such

as verbs, adverbs, nouns, etc. This is the same as part-of-speech tagging implemented

using Stanford’s NLTK tagger (38). One such example of POS tagging is given in Figure

3.6. It is observed that the token ‘arm’ is classified as a Noun (NN) in the first sentence

and as a Verb (VB) in the next sentence. This shows that the Stanford NLTK tagger

considers the context of the token in a sentence. A detailed description of what each

Part-Of-Speech tag stands for is provided in Table 3.2.
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Table 3.2: Stanford NLTK POS tags

POS Description Example
CC Coordinating Conjunction and
CD Cardinal Digit 1,2
DT Determiner the
EX Existential there there exists
FW Foreign word different language
IN Preposition/subordinating conjunction in
JJ Adjective large
JJR Adjective, comparative larger
JJS Adjective, superlative largest
LS List marker 1)
MD Modal could
NN Noun, singular chair
NNS Noun, plural chairs
NNP Proper Noun, singular Jamie
NNPS Proper Noun, plural Students
PDT Predeterminer all
POS Possessive ending Sibling\’s
PRP Personal pronoun I, she, he
PRP$ Possessive pronoun mine, hers
RB Adverb bad
RBR Adverb, comparative bigger
RBS Adverb, superlative worst
RP Particle take up
TO to come ’to’ the shop.
UH Interjection umm
VB Verb, base form shake
VBD Verb, past tense shook
VBG Verb, gerund/present participle shaking
VBN Verb, past participle shaken
VBP Verb, sing. present, non-3d shake
VBZ Verb, 3rd person sing. present shakes
WDT wh-determiner which
WP wh-pronoun who
WP$ Possessive wh-pronoun whose
WRB wh-abverb when
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Figure 3.6: Part of speech tagging stanford POS tagger

The words can be classified as either ‘Open Class Words ’ (OCW) or ‘Close Class

Words’ (CCW) based on the Part-of-Speech tag assigned to them. These classes are

mutually exclusive of each other. Open Class Words comprise nouns, adverbs, adjectives

and verbs. For example, ‘Coronavirus’, ‘Trump’, and ‘Facebook’ are Open Class Words.

These are called Open Class Words as it is possible to add new words to this language

class (For instance, the term ‘Facebook’ did not exist 50 years ago). At the same time,

Close Class Words comprise pronouns, determiners, conjunctions, prepositions, and modal

verbs. For example, words like ‘the’, ‘and’,’ but’, which act as the glue to the language,

are called Close Class Words. New words are usually not added to this class; therefore,

they are known as Close Class Words. These properties are summarised in Table 3.3.

Table 3.3: Close Class Words vs Open Class Words

CLOSE CLASS WORDS (CCW ) OPEN CLASS WORDS (OCW)
Pronouns, Modal Verbs,

Determiners,
Prepositions and Conjunctions

Nouns, Verbs, Adjectives
and Adverbs

New words are not
added to these language classes

New words are added to
these language classes

3.4.3 Semantic Level

At the semantic level, emphasis is made on the sentence’s meaning. It relies on the

syntactic relationship of words in a sentence to interpret meaning. The purpose of a

sentence is captured in the Open Class Words present in the sentence. Therefore, the

analysis at this level is done on the Open Class Words. The first step in the study is

to extract keywords known as Candidate Terms. These are the terms that occur very

frequently in the corpus and provide an idea of the domain of the corpus. To determine
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the Candidate terms, a ‘weirdness’ index and the corresponding ‘z-score’ is computed.

This is based on the method followed by Ahmad et al. (39).

Weirdness Index Calculation

The weirdness index is calculated to identify the domain-specific keywords in a special

language corpus by comparing the relative frequency of a word in the special language

corpus to the frequency of the same word in the general language corpus. The general

language corpus considered is the American National Corpus which consists of 22 million

terms of spoken and written American English. This is chosen as the reference corpus

because it represents the current language usage as it is updated regularly. The American

National Corpus is available as a CSV (Comma Separated Values) file which can be quickly

loaded into a python program. It contains four fields – sort-order, word, frequency, and

word class. Sort-order is the position of the word considering the frequency of occurrence.

The word class represents the part-of-speech tag discussed in the previous section.

Using the data from the special language corpus, the relative frequency of each word

in American National Corpus is calculated.

The weirdness index is computed by the division of relative frequency of the word in

special language corpus with the relative frequency in the American National Corpus.

The formula for Weirdness Index is given in Equation 3.1.

Weirdness Index =
Relative frequency of a word in SLC

Relative frequency of a word in GLC
(3.1)

A high weirdness score indicates that the word frequency is high in the special language

corpus and not so high in the general language corpus. This means that the word is domain

specific due to the unusually high occurrence in the corpus.

However, some drawbacks exist to using just the weirdness index to determine the

domain-specific words. First, since the language is constantly evolving, some new words

might not have been updated in the general language corpus giving a weirdness score of

infinity. Similarly, the weirdness index score is infinity for misspelt words and names not

in the general language corpus. This leads to a false positive as such a high weirdness

score would classify the word as domain-specific.

Z-Score Calculation

Two Z-scores are computed to overcome the drawback of computing just the weirdness

index to obtain the domain-specific words. Z-Score determines the number of standard

deviations below or above the mean; the value lies. The first Z-Score is calculated for
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the weirdness index of the word, and the second Z-Score is calculated for the relative

frequency of the word in the special language corpus. The formula for Z-Score is given in

Equation 3.2.

Z − Score =
x − µ

σ
(3.2)

Where x is the word’s relative frequency or weirdness index, µ is the mean of the

relative frequency or weirdness index, and σ is the standard deviation of the relative

frequency or weirdness index.

The Z-Score value can be interpreted in the following way -

• Z-Score = 0 indicates that the frequency is equal to the mean.

• Z-Score = 1 indicates that the frequency is one standard deviation above the mean.

• Z-Score = -1 indicates that the frequency is one standard deviation below the mean.

Candidate Terms

Using Equation 3.2, the Z-Score of weirdness and Z-Score of relative frequency are found.

Only the words having a Z-Score of weirdness AND Z-Score of relative frequency greater

than one are considered as Candidate terms. This avoids the false positives obtained by

just using the weirdness index method, where the misspelt words and words not present in

the American National Corpus were tagged as domain-specific words due to the weirdness

score of infinity. The selection of the candidate terms can be visualised in Table 3.4.

Table 3.4: Candidate term selection criteria based on Z-Score Weirdness and Z-Score
Frequency

Weirdness
Z-Score

>=1 <1
>=1 CANDIDATE NOT CANDIDATE

Frequency
<1 NOT CANDIDATE NOT CANDIDATE

3.4.4 Pragmatic Level

At the pragmatic level, the overall text and its sentiment are considered to analyse the

differences between the three special language corpora – informative, imaginative, and

fake. It is essential to know the intent or emotion behind a piece of information to

determine the kind of impact it will have on the public. The sentiment analysis of the

text will help in doing so.
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Sentiment Analysis:

Sentiment Analysis is a NLP tmethod to determine the emotion, opinion, or judgement

behind the natural language. The primary step in sentiment analysis is identifying the

polarity of a given text. The polarity is measured in terms of Neutral, Positive or Negative.

It works using a Bag of Words model, where the polarity of each word is found, and a

score is assigned. A +1 score is assigned to a positive word, a -1 score is assigned to a

negative word, and a score of 0 is assigned to a neutral word. However, more advanced

sentiment analysis would go beyond just analysing polarity and looking at different levels

of emotions. In this dissertation, the sentiment analysis uses multiple emotion states

such as Active, Passive, Strong, Weak, Positive and Negative. For each word in the

corpus, a corresponding emotional state was found with the help of the General Inquirer

corpus (47). The general Inquirer system is a tool for identifying the word’s context.

It consists of 182 attributes, of which 6 (Active, Passive, Strong, Weak, Positive and

Negative) were considered for analysis.

The relative frequency of each emotional state was found and compared for each special

language corpus.

Since the pragmatic analysis considers the text as a whole, the news articles can be

represented as a vector using emotion words and close class words.

Open Class Word and Emotion vector:

Each news article is represented using the relative frequencies of different open class

tags such as – NN (noun), NNP (Proper Noun, Singular), NNPS (Proper Noun, Plural),

NNS (Noun, Plural), JJ (Adjective), RB (Adverb) and JJS (Adjective, Superlative) as

described in Table 3.2. In addition, the relative frequencies of emotional states such

as Positive, Negative, Active, Passive, Strong and Weak are used to represent a piece

of information. Each news article is now represented using a 1 x 13 size vector. The

similarities between the news articles can be found by computing the distance between

these vectors. Euclidean distance was used to determine the length. The distance module

from SciPy (48) was used to implement the Euclidean distance function in Python.

Euclidean Distance: The Euclidean distance between the two vectors can be found

using the Pythagorean theorem. In general, the distance between a vector p and q is

given by Equation 3.3.

d(p, q) =

√
(p1 − q1)

2 + (p2 − q2)
2 + · · ·+ (pi − qi)

2 + · · ·+ (pn − qn)
2 (3.3)

Where pi and qi represent the relative frequencies of either OCW or emotion class in

vector p and vector q, respectively.
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3.4.5 Machine Learning

One issue with using Machine Learning for natural language is that the input to these

algorithms is numerical. Since natural language is text, it is essential to convert the

text into numerical values so they can be fed into different machine learning models

for classification. These numerical values must be able to represent the text to a good

extent to achieve good classification accuracy. A TF-IDF vector representation is used to

represent the text.

TF-IDF

One of the most popular ways to generate a vector from text is using Term Frequency –

Inverse Document Frequency (TF-IDF). It measures the important a token is in a corpus.

TF-IDF consists of three important concepts – Term Frequency, Document Frequency,

and Inverse Document Frequency.

• Term Frequency – It is the frequency of the term T in document D. This can be

formulated by –

TF (T,D) =
number of times Tappears in D

Total number of terms in D

• Document Frequency – The document frequency determines the meaning of the

text. It is the number of documents in which the term T is present. This can be

formulated by –

DF (T ) = occurrence count of T in N documents

• Inverse Document Frequency – Inverse document frequency determines the relevance

of a word in the corpus. The term frequency, TF considers all words equal; however,

close class words like ‘and’, ‘the’, of’, etc., appear multiple times in a corpus but

have low significance. Therefore, it is essential to scale down the frequently occurring

terms and scale up the rare terms. This can be formulated by –

IDF (T ) = loge
Number of Documents

Number of Documents that have T

The first step is calculating the Term frequency for all unique words in each docu-

ment.
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If the value of IDF is close to 0, then the term is common, and a higher value of

IDF means that the word is rare. The logarithm is taken to avoid having very large

values of IDF.

The term frequency and the inverse term frequency can be combined to give the

formula for TF-IDF –

TF − IDF = TF (T,D) ∗ IDF (T )

The higher the score of TF-IDF, the higher the significance of the word in that docu-

ment. After finding the TF-IDF score for each word in the corpus, a vector can be created

for each news article. The vector size would be 1 x the number of distinct words in the

corpus.

The disadvantage of TF-IDF is that the calculations can become computationally

expensive if the corpus is too large. The TfIdfVectorizer module from scikit-learn (49)

was used to vectorise the articles and feed them into multiple machine learning models.

Once the text has been represented as a vector in numerical form using TF-IDF, it can

be easily fed into different classification models. Two Machine Learning models are used

to build fake news detection models – Näıve Bayes and a Perceptron. Näıve Bayes was

chosen as it is commonly used in spam detection and gave the best accuracy for fake news

detection in (36). The Perceptron was chosen to implement a deep learning technique and

distinguish its performance with a simple Machine Learning model like the Näıve Bayes.

Näıve Bayes

Näıve Bayes is a simple machine learning algorithm that is probabilistic and uses the

Bayes theorem. It assumes that the features are independent of each other. Due to this

assumption of feature independence, it is known as ‘näıve’. Equation 3.4 is the formula

for Bayes theorem. It is useful for dealing with conditional probabilities.

P (A | B) =
P (B | A)× P (A)

P (B)
(3.4)

Where, P(A|B) is the posterior probability that hypothesis ‘A’ is true given the data

‘B’.

In the context of fake news detection using news articles, Equation 3.4 can be rewritten

as Equation 3.5.

P (′Fake′ | Article) = P (Article |′ Fake′)× P (′Fake′)

P (Article)
(3.5)
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Where P(‘Fake’| Article) is found which is the probability that an article is ‘fake’ given

the article and P(Article | ’Fake’) is the probability that the article will be found in ‘fake’

dataset. If this article is not present in the training data, then the probability P(Article |
’Fake’) will be zero. However, this is where ‘näıve’ part of näıve bayes comes into picture.

The article is split into different words since it assumes that each word is independent of

the other words. Then, the probability that each word lies in the training data is found

and combined to give the probability for the entire article.

Perceptron

The perceptron is a type of neuron that is artificially built to do computations to the

input, which helps to detect the features present in the input. Multiple perceptrons

work together to compute difficult problems, and this is known as multi-layer perceptron.

Generally, it consists of input and output layers with several hidden layers in between as

shown in Figure 3.7. It can be classified into Deep and Shallow Neural networks based on

the number of hidden layers. The perceptron consists of 4 main parts – Inputs, Weights,

Figure 3.7: Multilayer perceptron architecture

Weighted sum and Activation function. The process can be briefly explained as follows:

1. Random initialisation of values to all perceptrons.

2. Compute the weighted sum.

3. Add bias, and this is fed to the activation function.

4. Output is fed to the following layers if any.
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5. Once it reaches the output, the error is computed.

6. If a large error is present, they are propagated back, the weights are updated, and

the process is repeated.

7. If the error is small, the model can be said to be trained.

Evaluation Metrics

To evaluate the performance of the machine learning models, a confusion matrix shown in

Table 3.5 can be used. Using the values obtained from the confusion matrix, the following

Table 3.5: Confusion Matrix

Predicted Fake Predicted Real
Actual Fake True Negative (TN) False Positive (FP)
Actual Real False Negative (FN) True Positive (TP)

evaluation metrics can be calculated -

1. Precision – It is the proportion of the predicted positives that are actually positive.

In this dissertation’s use case, it finds how many articles that are predicted to be

‘fake’ are actually fake. Equation 3.6 provides the formula to calculate the Precision.

Precision =
TP

TP + FP
(3.6)

2. Recall – It is the proportion of true positives that are actually predicted positive.

In this dissertation’s use case, recall measures how many ‘fake’ news articles were

rightly predicted as ‘fake’ by the model. Equation 3.7 provides the formula to

calculate the Recall.

Recall =
TP

TP + FN
(3.7)

3. F1-Score – F1 score uses both Precision and Recall to give a single metric which is

the harmonic mean of Recall and Precision. Equation 3.8 provides the formula to

calculate the F1-Score.

F1 Score = 2 ∗ Precision ∗Recall

Precision+Recall
(3.8)

3.5 Conclusion

In conclusion, the following method is used to build a fake news detection model-
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1. Informative, imaginative, and fake news corpus are collected and pre-processed.

2. The pre-processed corpora are analysed at different levels of linguistic description.

3. At the lexical level, the three corpora are distinguished using frequency analysis and

compared with a general language corpus.

4. At the syntactic level, part-of-speech analysis is used and two mutually exclusive

classes – Open Class Words and Close Class Words are derived.

5. At the semantic level, candidate terms are found using weirdness index and Z-scores.

6. At the pragmatic level, sentiment analysis is performed and a vector is generated

to represent the news article.

7. Two machine learning models – Näıve Bayes and Perceptron are used to construct a

fake news detection model that are evaluated using Precision, Recall and F1-Score.
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Chapter 4

Results and Observations

This chapter describes the various experiments conducted to test the fake news detection

model and the results obtained. It presents the analysis performed at each linguistic level

and provides the differentiation between the three corpora – informative, imaginative, and

fake if any exists. The dissertation hypothesis that ‘A computer program cannot differ-

entiate between an article that is informative, imaginative or fake’ is tested at linguistic

descriptions such as lexical, semantic, syntactic, and pragmatic. Finally, two machine

learning models are trained to differentiate the three corpora, and their performance is

presented.

4.1 Dataset

As described in the previous chapter, three different corpora were collected – informative,

imaginative, and fake. These special language corpora are compared with each other

and a reference general language corpus, the American National Corpus (ANC). The

dissertation aims to construct a model that can differentiate between these corpora and

analyse the fundamental differences. Figure 4.1 displays the different sources from which

the data was collected.

4.1.1 Informative

The ‘informative’ data was gathered from multiple sources.

The first source was LexisNexis (50). This website allows users to download historical

news – local and global archives. LexisNexis provides access to about 83 billion articles

obtained from over 10,000 sources. It gives the flexibility to get news by publication

name, keywords, date, and publication type. The news articles can be downloaded in
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Figure 4.1: Sources used for dataset collection

multiple formats such as PDF, CSV, TXT, RTF, etc. Ahmad et al. (51) used LexisNexis

to generate news articles for their research.

To get informative articles related to COVID-19, news articles from trusted publi-

cations such as New York Times (52) and Financial Times (53) were queried using the

keywords ‘COVID-19’ and ‘coronavirus’. Five hundred news articles were downloaded in

bulk from December 2019 to March 2022 in CSV files along with author name, date of

publication, article length, publication type, etc. The range of dates was chosen from

December 2019 to March 2022 to capture information from the start of the pandemic till

the current stage of the pandemic.

The other source for ‘informative’ data was a dataset collected from journals and books

such as “Rapid expert consultations on the COVID-19 pandemic” (54) by the National

Academy of Sciences, Science Immunology (55), “Imperial College COVID-19 response

team” (56), and book on “Severe Acute Respiratory Syndrome (SARS)” (57).

4.1.2 Imaginative

The ‘imaginative’ corpus was compiled using multiple sources as well. The first source

was LexisNexis (50), where the articles were queried with publication type as ‘Opinion

Editorials’. Opinion Editorials are editorials that typically reflect the view or opinion of

the author. These articles are unsigned and contain the heading ‘opinion’ to warn the

readers that the piece of information entailed reflects an opinion and not a fact. Five

hundred Opinion-Editorials were sourced from December 2019 to March 2022 using the
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keywords ‘COVID-19’ and ‘coronavirus’.

In contrast to the procedure for getting ‘informative’ data explained in section 4.1.1,

publication-type was not provided in the ‘imaginative’ case. This is done to get the opin-

ions of authors across multiple publication types to remove any bias towards a particular

view. Whereas ‘informative’ data required a trusted source, and therefore, selected pub-

lications were chosen as the source. The other source for imaginative data was social

media posts by people regarding the pandemic. Social media has emerged as the go-to

platform for people to voice their opinion and has also become instrumental in influencing

the general public. Therefore, it was essential to include this genre of information which

is neither a fact nor fake but constitutes most of the content regarding the pandemic.

The social media posts were obtained from a dataset created by ‘CONSTRAINT

2021’ (58) to combat COVID-19-related fake news. It contains 10,700 posts from social

media platforms such as Instagram, Facebook, and Twitter. Each post is manually la-

belled either ‘fake’ or ‘real’. In addition, tweets were taken from the ‘Tweets-19’ dataset

from (59), which also aims to combat COVID-19-related fake news.

The social media posts corresponding to the ‘real’ label were chosen as the ‘imagina-

tive’ data as real people write them. In contrast, social media posts annotated with ‘fake’

were selected as ‘fake news’ data as described in section 4.1.3.

4.1.3 Fake News

The ‘fake news’ corpus was built using multiple sources. One source was the ‘Empir-

ical Study of Conflict (ESOC) COVID-19 Misinformation’ Dataset (60). It consists of

5,613 misinformation stories and information such as the country of origin, type of mis-

information, dissemination channels, the motive behind the story and the source. The

misinformation stories are collected from December 2019 to December 2020. The research

in (60) aimed to examine the trend in misinformation locally and globally.

The second source for ‘fake’ news was the ‘ReCOVery’ Dataset (61) by Zhou et al.,

which consists of 2,029 fake news pieces collected between January 2020 to May 2020. The

authors allocate each piece a ‘credibility’ score using the news website’s NewsGuard (62)

score. NewsGuard allows the construction of a ‘fake’ news dataset by providing a ground

truth.

The third source for ‘fake’ news was the ‘CoAID’ Dataset (63) which is short for

‘Covid-19 heAlthcare mIsinformation Dataset’. It consists of 516 social media posts and

1,896 news articles. Fact-checking websites and trusted websites were used to create this

dataset.

Finally, the social media posts labelled ‘fake’ from the ‘Constraint 2021 (58)’ and the
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‘Tweets-19’ Dataset described in section 4.1.2 were added to the ‘fake news’ corpus as

well.

Table 4.1 displays the descriptive statistics of the relative frequency of tokens in the

informative, imaginative, fake and American National Corpus datasets. The informative

corpus consists of 69,106 unique tokens, the imaginative corpus consists of 27,175 unique

tokens, the fake news corpus consists of 18,555 unique tokens, and American National

Corpus consists of 293,867 unique tokens. Different statistical measures such as the mean,

standard deviation, skewness, kurtosis, and the Z-score (minimum and maximum) are

tabulated.

Table 4.1: Descriptive Statistics of relative frequency of tokens

Informative
(Ninf = 69, 106 )

Imaginative
(Nimag = 27, 175 )

Fake News
(Nfake = 18, 555 )

ANC
(NANC = 293, 867)

Mean× 104 0.1447 0.368 0.539 0.031
StdDev × 102 0.0315 0.0479 0.0592 0.0029
Skewness 108.39 54.82 48.637 232.88
Kurtosis 15114.04 3949.5 3143.83 70716.34

Zf
min -0.044 -0.075 -0.0798 -0.0207

Zf
max 170.82 93.41 82.309 365.627

4.2 Lexical Level

At the lexical level, the analysis is done at the word level. The distribution of the relative

frequencies of tokens are found for the different corpora and are arranged in decreasing

order of relative frequency. Table 3.1 displays the relative frequencies of the hundred

most frequently occurring words in the informative corpus. Table 4.2 displays the relative

frequency of the top hundred words for the imaginative corpus, and Table 4.3 shows the

top hundred words for the fake news corpus. In all three cases, it is observed that the

distribution of the top hundred words for the three corpora is very similar to the American

National Corpus.

Table 4.2: The frequency distribution of the top hundred words in the Imaginative corpus
and American National Corpus.

Tokens Cumulative Freq (SLC) Cumulative Freq (ANC)
0 [’the’, ’of’, ’to’, ’in’, ’and’, ’a’, ’but’, ’is’, ’for’, ’are’] 20.426 17.120
1 [’cases’, ’on’, ’we’, ’coronavirus’, ’with’, ’from’, ’that’, ’covid’, ’new’, ’it’] 6.353 3.172
2 [’has’, ’as’, ’have’, ’this’, ’be’, ’at’, ’people’, ”’s”, ’not’, ’by’] 4.634 3.447
3 [’our’, ’can’, ’you’, ’tests’, ’been’, ’who’, ’will’, ’there’, ’deaths’, ’health’] 3.199 1.253
4 [’states’, ’or’, ’was’, ’more’, ’number’, ’an’, ’they’, ’that’, ’than’, ’but’] 2.617 2.393
5 [’india’, ’all’, ’vaccine’, ”’s”, ’if’, ’now’, ’virus’, ’about’, ’today’, ’which’] 2.186 1.135
6 [’your’, ’total’, ’their’, ’state’, ’one’, ’day’, ”n’t”, ’no’, ’were’, ’testing’] 1.861 1.042
7 [’may’, ’says’, ’more’, ’patients’, ’case’, ’positive’, ’over’, ’us’, ’reported’, ’other’] 1.444 0.567
8 [’hospital’, ’also’, ’when’, ’he’, ’during’, ’after’, ’days’, ’data’, ’do’, ’pandemic’] 1.266 1.054
9 [’only’, ’these’, ’last’, ’world’, ’some’, ’how’, ’time’, ’rate’, ’have’, ’up’] 1.172 0.876
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Table 4.3: Relative frequency distribution of top 100 words in Fake News corpus and
American National Corpus.

Tokens Cumulative Freq (SLC) Cumulative Freq (ANC)
0 [’the’, ’to’, ’of’, ’a’, ’in’, ’and’, ’but, ’is’, ’for’, ’covid’] 20.982 16.714
1 [’that’, ’on’, ’from’, ’it’, ’with’, ’has’, ’are’, ’covid’, ’by’, ’this’] 6.258 4.258
2 [’not’, ’as’, ”’s”, ’be’, ’was’, ’people’, ’you’, ’who’, ’virus’, ’will’] 4.233 3.050
3 [’have’, ’at’, ’can’, ’new’, ’an’, ’been’, ’we’, ’they’, ’that’, ’or’] 3.071 2.412
4 [’cases’, ’vaccine’, ”n’t”, ’he’, ’trump’, ’but’, ”’s”, ’about’, ’says’, ’if’] 2.381 1.726
5 [’all’, ’health’, ’video’, ’no’, ’president’, ’there’, ’after’, ’said’, ’which’, ’china’] 1.916 0.958
6 [’government’, ’were’, ’hospital’, ’their’, ’world’, ’news’, ’your’, ’india’, ’chinese’, ’one’] 1.687 0.645
7 [’than’, ’against’, ’during’, ’patients’, ’pandemic’, ’us’, ’had’, ’i’, ’do’, ’deaths’] 1.500 0.634
8 [’his’, ’being’, ’positive’, ’man’, ’shows’, ’now’, ’because’, ’up’, ’more’, ’also’] 1.330 0.888
9 [’just’, ’so’, ’coronavirus’, ’due’, ’have’, ’what’, ’other’, ’when’, ’only’, ’claim’] 1.160 0.968

These tables can be visualised in terms of graphs for a better understanding. For all

three corpora, the relative frequency of the top hundred words is plotted along with the

corresponding frequency distribution in the ANC corpus, as shown in Figure 4.2, 4.3,

and 4.4. In addition, the most frequently occurring word in each interval is plotted to

show how the terminology varies in the three special language corpora.

Figure 4.2: Relative frequency vs word count for Informative and ANC

According to 4.2, 4.3, 4.4, the distribution of relative frequency for the special language

corpora in all three cases follows a very similar graph to the ANC. This is known as the

‘Zipf’ curve. Zipf’s law states that the “frequency of any word is inversely proportional

to its rank in the frequency table” (64). This means that the word that occurs most

frequently (‘the’ in the English language) will occur twice as often compared to the 2nd

most frequent word (‘of’ in the English language) and thrice as often compared to the 3rd

most frequent word and so on. Therefore, regardless of the domain of the corpus, the Zipf

law will hold. It is also observed that the informative corpus has frequently occurring

terms like ‘coronavirus’ and ’cov’. In contrast, the imaginative corpus has frequently

35



Figure 4.3: Relative frequency vs word count for Imaginative and ANC

Figure 4.4: Relative frequency vs word count for Fake news and ANC

occurring terms like ‘cases’ and ‘states’, and the fake news corpus has frequently occurring

terms like ‘cases’ and ‘government’. This gives an insight into the content of the three

corpora.
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4.3 Syntactic Level

At the syntactic level, the relationship between the words of a sentence is analysed. As

mentioned in the previous chapter, this is done with the help of part-of-speech tagging.

The percentage of different part-of-speech tags in the special language corpora are anal-

ysed and compared. Figure 4.5 displays the distribution of all the part-of-speech tags in

the informative, imaginative, and fake news corpus. The part-of-speech tags are arranged

in descending order of their occurrence. It is observed that Nouns make up most of the

part-of-speech class, and the fake news corpus has the highest proportion of Nouns com-

pared to the informative and the imaginative corpus. This is followed by the prepositions,

and the adverbs, where the informative corpus is observed to have more adverbs than the

informative and fake news corpus.

Figure 4.5: POS tag distribution in special language corpora

These part-of-speech tags can be split into Close Class Words (CCW) and Open Class

Words (OCW). These word classes are mutually exclusive of each other. The Close Class

Words comprise conjunctions, pronouns, determiners, modal verbs, conjunctions, and

prepositions. Open Class Words contain verbs, adverbs, adjectives, and nouns. Figure 4.6

displays the distributions of Close Class Words and Open Class Words for the special

language corpora (informative, imaginative, fake news) and the general language corpus

(ANC). The following observations can be made –

1. The proportion of Open Class Words is greater than the Close Class Words for all

corpora.
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2. Special language corpora have a greater proportion of Open Class Words than ANC.

3. ANC has a higher proportion of Close Class Words than the special language cor-

pora.

4. Among the special language corpora, the imaginative corpus has the highest pro-

portion of Open Class Words, closely followed by fake news and informative corpus.

5. The informative corpus has the highest proportion of Close Class Words among the

special language corpora.

Figure 4.6: CCW and OCW distribution for special language corpora
and the general language corpus

4.4 Semantic Level

At the semantic level, the meaning behind the sentence is analysed. This is done with

the help of keyword extraction and candidate term analysis. As described in the previous

chapter, a term is labelled as a ‘Candidate’ term when the Z-Score of relative frequency

and the Z-score of weirdness are greater than 1. Table 4.4 displays the distribution of

Z-Score of Weirdness and Z-Score of relative frequency in the informative corpus.

It is observed that the informative corpus contains 1.529% of candidate terms. Table

4.5 displays the distribution of the Z-Score of Weirdness and Z-Score of relative frequency
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in the imaginative corpus. It is observed that 1.3445% of the corpus are candidate terms.

Table 4.4: Distribution of Z-Score of weirdness and Z-Score of relative frequency for
informative corpus

Informative
Weirdness

Z-Score
>=1 <1

>=1 1.529% 9.748%
Frequency

<1 10.209% 78.512%

Table 4.5: Distribution of Z-Score of weirdness and Z-Score of relative frequency for
imaginative corpus

Imaginative
Weirdness

Z-Score
>=1 <1

>=1 1.344% 10.469%
Frequency

<1 7.735% 80.45%

Table 4.6: Distribution of Z-Score of weirdness and Z-Score of relative frequency for fake
news

Fake News
Weirdness

Z-Score
>=1 <1

>=1 1.187% 11.256%
Frequency

<1 7.429% 80.126%

Similarly, Table 4.6 displays the distribution of Z-Score of Weirdness and Z-Score of

relative frequency in the fake news corpus. It is observed that 1.187% of the fake news

corpus are candidate terms. In all three corpora, it is observed that most of the words

(around 80% of the words in the corpus) have a Z-Score of relative frequency <1 and a

Z-Score of weirdness <1. The informative corpus has the highest percentage of candidate

terms compared to the imaginative and fake news corpus.

Table 4.7 displays the ten most frequently occurring candidate terms in each corpus.

It is observed that ‘Coronavirus’ is the most frequently occurring candidate term in imag-

inative and fake news. At the same time, ‘Trump’ is the most frequently occurring term

in imaginative news, followed by the word ‘coronavirus’. Words common to the different

corpora are coloured similarly to compare their ranks. This analysis shows the difference

in terminology between the three corpora and gives an insight into the content.
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Table 4.7: Ten most frequently occurring candidate terms in informative, imaginative and
fake news

Informative Imaginative Fake News
Trump Coronavirus Coronavirus
Coronavirus Pandemic India
SARS RT Corona
China Corona Lockdown
Pandemic Quarantine Outbreak
Epidemiology Epidemic Quarantine
Closures Bioweapon Virology
Microbiology Lockdown Bioweapon
Platelets Masks Ebola
Pneumonia Vaccination China

It is observed that the informative corpus contains more scientific candidate terms such

as ‘SARS’, ‘Epidemiology’, ’Microbiology’, ’Pneumonia’. In contrast, the imaginative

and fake news corpus contains more negative and general candidate terms like ‘Corona’,

‘Quarantine’, ‘Bioweapon’, ‘Lockdown’, etc.

4.5 Pragmatic Level

At the pragmatic level, the entire text and its sentiment are analysed, and a vector is

generated to represent an article.

Sentiment Analysis

The sentiment analysis is done using a Bag of Words model where the relative frequency

of Active, Passive, Strong, Weak, Positive and Negative words are found and compared.

Figure 4.7 shows the distribution of the emotion words in the three special language

corpora – informative, imaginative, and fake news. It is observed that ‘Strong’ is the

most commonly occurring emotion among all three corpora, followed by Active, Positive,

Negative, Passive and Weak. It is seen that the imaginative corpus has more ‘Strong’

emotion than the informative and fake news corpus. In addition, fake news has more

‘Negative’ emotions than the others.

Vector Generation

An article is represented as a vector using the relative frequencies of Open Class Words

and the emotion words. An example of the vector generated for five articles is shown in

Figure 4.8.
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Figure 4.7: Distribution of emotional words in the special language
corpora

Figure 4.8: OCW and emotion vector for five articles

These vectors generated for each article are used to find the distance between the

articles, which can be used as a similarity measure. These distances are stored in the

form of a contingency matrix. Figure 4.9 shows an example of the Euclidean distances

between six articles. The diagonal elements are zero as the distance between the same

article is always zero.

Figure 4.9: Euclidean distance between six articles

Using the obtained vector representation of the articles, a Zmax (maximum of Z-Score)

and Zmin (minimum of Z-Score) plot is drawn for the Open Class Words and the Emotion

words. Figure 4.10 shows the distribution of Zmax vs Zmin for Open Class Words, and
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Figure 4.11 shows the distribution of Zmax vs Zmin for Emotion words. The mean of

OCW and emotion words for all articles in a corpus are plotted and compared. In both

plots, it is observed that the fake news and imaginative corpus’s OCW and emotion words

are clustered closer than the imaginative corpus. A linearly separable plane can be drawn

to separate the informative corpus from the creative and fake news corpus.

This leads to an understanding that a machine learning model can be trained to

distinguish the imaginative, informative, and fake news

Figure 4.10: Distribution of Zmax vs Zmin for Open Class Words

Figure 4.11: Distribution of Zmax and Zmin for Emotion words
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4.6 Machine Learning Models

After analysing the informative, imaginative, and fake news corpora at different levels of

linguistic description, it is essential to construct a model that can learn these differences

to predict whether a given article is informative, imaginative, or fake. This is done using a

probabilistic Machine learning model, Näıve Bayes, and a Perceptron model. As the input

to the machine learning models needs to be numeric, a TF-IDF vector representation of

the articles is used to train and test the models. Finally, the models are evaluated using

Precision, Recall and F1-Score.

Multinomial Näıve Bayes

Näıve Bayes is a probabilistic machine learning algorithm that uses the Bayes theorem to

determine whether the article is informative, imaginative, or fake. A multiclassification

model is built using the sci-kit-learn (49) module in Python. To avoid class imbalance,

800 articles are chosen randomly for each informative, imaginative, and fake news. These

articles are then split into train and tested with random shuffle using an 80-20 split ratio.

Figure 4.12 shows the confusion matrix obtained for the multinomial näıve Bayes model.

The model gave an accuracy of 0.57. The Precision, Recall and F1 scores for the different

classes are shown in Table 4.8.

Figure 4.12: Confusion Matrix for Multinomial Näıve Bayes

It is observed that the näıve Bayes model gave a precision of 0.89 for fake news and
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Table 4.8: Precision, Recall and F1-Score for Multinomial Näıve Bayes

Precision Recall F1-score Support
Fake News 0.89 0.22 0.35 150
Imaginative 0.83 0.46 0.59 164
Informative 0.47 1 0.64 165

a recall of 0.22. This means that the model is good at picking fake news as 89% of the

predicted fake news is fake. However, out of all the fake news, only 22% of them were

classified as fake. Similarly, for ‘imaginative’, the model performs slightly better with a

precision score of 0.83 and a recall of 0.46. This means that 83% of all news predicted

as ‘imaginative’ is genuinely imaginative. However, only 47% of all imaginative news was

predicted as ‘imaginative’. Finally, it is seen that the Näıve Bayes works best for the

informative class with an F1 score of 0.64. Contrary to the fake and imaginative class,

the recall is higher than precision. A recall value of 1 means that all the informative

articles have been predicted correctly, and a precision score of 0.47 signifies that 47% of

articles predicted as ‘informative’ are genuinely informative.

Overall, the Näıve Bayes classifier predicts most (73%) of the articles as ‘informative’

even though the training data was not imbalanced. However, when the model predicts an

article to be ‘fake’ or ‘imaginative’, it is right 89% and 83% of the time, respectively.

Perceptron

Since a Näıve Bayes classification model is a simple probabilistic model, a more complex

Machine Learning algorithm, Perceptron, is implemented to predict whether a given article

is informative, imaginative, or fake. A multi-classification Perceptron model is built using

the Perceptron module from sci-kit-learn. Similar to the procedure for training the Näıve

Bayes model, 800 articles each from informative, imaginative, and fake news corpus were

randomly split using an 80-20 train-test ratio. Figure 4.13 displays the confusion matrix

obtained for the Perceptron model. The model gave an accuracy of 83.5%. This is

significantly better than the performance of the Näıve Bayes model. The Precision, Recall

and F1 score obtained for different classes are shown in Table 4.9.

Table 4.9: Precision, Recall and F1-Score for Perceptron

Precision Recall F1-score Support
Fake News 0.81 0.69 0.74 150
Imaginative 0.78 0.81 0.8 164
Informative 0.9 0.99 0.95 165

It is observed that the Perceptron performs much better than the Näıve Bayes in the
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Figure 4.13: Confusion Matrix for the Perceptron

classification of fake news, with an F1 score of 0.74. The precision for fake news was

0.81, which means that 81% of the articles predicted as ‘fake’ were genuinely fake, and

the recall score of 0.69 suggests that 69% of the fake news articles were indeed predicted

as ‘fake’.

For the imaginative corpus, the Perceptron achieves an F1-score of 0.8 with a pre-

cision of 0.78 and a recall of 0.81. This means that 78% of the articles predicted as

‘imaginative’ are truly imaginative, and 81% of all the imaginative articles were classified

as ‘imaginative.’

Like the Näıve Bayes, the Perceptron performs the best for the informative corpus

giving an F1 score of 0.95 with a precision of 0.9 and a recall of 0.99. This means that

90% of the articles predicted as ‘informative’ were genuinely informative, and 99% of all

informative articles were classified as ‘informative’.

Overall, the Perceptron model performs much better than the Näıve Bayes classifier

and can distinguish between the three corpora to a reasonable extent.

To further improve the model’s accuracy, the data’s complexity was reduced, and

two binary classification Perceptron models were trained to differentiate fake news from

informative and imaginative, respectively. Similar to the multi-class classification, 800

articles were chosen for each class and split into train-test using an 80-20 split.

Informative vs Fake News A perceptron model trained on the informative and fake

news corpus alone gave an accuracy of 95%. Figure 4.14 displays the confusion
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matrix for the binomial perceptron. Table 4.10 shows the Precision, Recall and

F1 score for the binomial perceptron trained to classify informative and fake news

articles.

It is seen that the model achieves a high F1 score of 0.95 for fake news and a high

F1 score of 0.96 for informative articles.

Figure 4.14: Confusion Matrix for the Binomial Perceptron – Informa-
tive vs Fake News

Table 4.10: Precision, Recall and F1-Score for Binomial Perceptron – Informative vs Fake
News

Precision Recall F1-score Support
Fake News 1 0.91 0.95 149
Informative 0.92 1 0.96 170

Imaginative vs Fake News A binomial perceptron trained to distinguish imaginative

articles from fake news gave an accuracy of 80.3%. Figure 4.15 displays the confusion

matrix for the binomial perceptron. Table 4.11 shows the Precision, Recall and F1

score for the binomial perceptron trained to classify imaginative and fake news

articles.

It is observed that the model gives an F1 score of 0.78 with fake news and an F1

score of 0.82 with imaginative articles.
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Figure 4.15: Confusion Matrix for Binomial Perceptron – Imaginative
vs Fake News

Table 4.11: Precision, Recall and F1-Score for Binomial Perceptron – Imaginative vs Fake
News

Precision Recall F1-score Support
Fake News 0.80 0.77 0.78 149
Informative 0.80 0.84 0.82 171

4.7 Discussion of Results

A fake news detection model was built to differentiate informative, imaginative, and fake

news. At the lexical level, the distribution of relative frequency for the special language

corpora and the general language corpus follows the Zipf curve. At the syntactic level,

it is observed that the special language corpora have a higher proportion of Open Class

Words than the general language corpus. In addition, fake news has the highest proportion

of nouns, and informative corpus has the highest Open Class Word proportion. At the

semantic level, the difference in terminology among the three corpora are observed, and it

is found that the informative corpus has more scientific terms compared to the imaginative

and fake news, which have more general and negative words. At the pragmatic level,

sentiment analysis is performed to determine the emotion behind the text and a vector

representation is created to find the distances between the articles. Finally, two machine

learning models are trained to classify an article as imaginative, informative, or fake.
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The multi-class perceptron model gave better accuracy (83.5%) than the simple näıve

Bayes model (57%). In both the models, it was observed that the models were able to

identify the informative articles better than the imaginative and fake ones. This could

be because informative articles are generally longer as they are taken from journals and

research papers compared to the imaginative and fake news, which were taken from blogs,

advertisements, and social media posts. In addition, the performance of the binomial

perceptron trained with imaginative and fake news corpus (F1 score of 0.78) is worse than

that of the binomial perceptron trained with the informative and fake news corpus (F1

score of 0.95). This means that the model can better differentiate informative news from

fake news than determine imaginative from fake news. This suggests that imaginative

and fake news articles are more similar than informative articles.
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Chapter 5

Conclusion and Future Works

5.1 Conclusion

The pandemic came along with an infodemic that has dire consequences and is detrimental

to the health systems worldwide. This led to the motivation behind this dissertation

to build a fake news detection system to help curb the spread of the infodemic that

is so prevalent due to the power of social media. Along with fake news, social media

has made it easy to share opinions on the virus, which may not be fake but are not

entirely factual. Therefore, an extra level of granularity was added to build a model that

can differentiate between informative, imaginative, and fake news. The three specialist

corpora were analysed for differences at different levels of linguistic description, such as

lexical, syntactic, semantic, and pragmatic. This is done to analyse the text at all levels,

from the word level to the entire text. The lexical analysis at the word level showed

that the distribution of the hundred most frequently occurring words in the specialist

texts, as well as the general language corpus, follows a Zipf curve. The syntactic analysis

using Part-of-speech tags to determine the relationship of words within a sentence showed

that the specialist texts had a more significant proportion of Open Class Words than the

general language corpus. The semantic analysis to understand the meaning behind the

sentences using candidate terms showed the difference in terminology between the three

corpora, which gave an insight into how the readability of the text differs and the kind

of content in each corpus. Finally, the pragmatic analysis at the text level uses emotion

analysis to understand the sentiment behind the different corpora. In addition, the vector

representation provides a measure to represent the text numerically and find the distances

between the articles, which can be used to cluster similar articles together. In addition,

the Zmax and Zmin distribution plots for the open class words and the emotion words

showed a clear separation of informative articles from the fake and imaginative. This
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led to an understanding that a machine learning model could be trained to differentiate

these classes. A TF-IDF representation of the news articles is used to train two machine

learning models – Näıve Bayes and a Perceptron. The multinomial näıve Bayes model

trained using equal samples of informative, imaginative, and fake news articles gave an

accuracy of 57%. It issued a very high recall for the informative corpus and a low recall

for the fake news corpus. This suggests that most of the articles were getting classified as

informative. The model complexity was increased, and a Perceptron was trained to learn

the class differences better. The multi-class Perceptron performed significantly better with

an accuracy of 83.5%. It was able to differentiate between the three types to a reasonable

extent giving an F1 score of 0.74 for fake news, 0.8 for imaginative articles, and 0.95 for

informative articles. When a model was trained using only two classes to differentiate

fake news from informative or differentiate fake news from imaginative, exciting results

were obtained. It was found that the binomial perceptron gave an F1 score of 0.95 for

fake news and an F1 score of 0.96 for informative. The binomial perceptron trained on

imaginative and fake news gave an F1 score of 0.78 with fake news and an F1 score of 0.82

with imaginative. Therefore, the model can differentiate better between fake news and

informative compared to fake news and imaginative. This means that fake news is more

similar to an imaginative corpus. Based on these discussions and analyses, the hypothesis

that ‘A computer program cannot differentiate between informative, imaginative, and

fake news’ is rejected

5.2 Future Work

This section details the limitations faced during this dissertation. Future work based

on this method must consider the limitations of this dissertation to expand and build a

robust fake news detection model.

1. The informative, imaginative, and fake news articles are of different lengths due to

different sources and target audiences. Training the model using articles of similar

sizes would help improve the model’s performance.

2. The analysis of the different corpora has been done using articles in the English

language. Although the fake news detection model can work with any language, it

has not been tested. In addition, an analysis of candidate terms and part-of-speech

tagging were done using the American National Corpus. Therefore, a reference

corpus must be available for the language of interest. A potential future work

would be to build a fake news detection system for articles in a different language.
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3. This dissertation only leverages the style-based textual features to build a fake news

detection model. However, other features, such as the visual features, can also be

incorporated. In addition, knowledge-based methods such as leveraging the social

context would improve the model’s accuracy.

4. This dissertation uses a simple bag of words model that does not consider the order

of words in the text. Therefore, latent representation of the text, such as a word

embedding (Word2Vec) or document embedding (Doc2Vec), can be used instead of

a non-latent representation like TF-IDF.

5. A simple perceptron has been used for fake news detection in this dissertation. How-

ever, more complex deep learning methods such as the LSTM could be implemented

with more training data.

This project could be extended to other applications as well. One such application is

determining the impact of COVID-19 fake news on the stock market. This is currently a

work in progress and soon to be published (65).
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Appendix

.1 Dataset used for evaluation

• ESOC Covid-19 Misinformation Dataset

(https://drive.google.com/file/d/15mN4MYKH46kIN1j_OU3QC-wdx5KvCRh5/view)

• CMU-MisCov19

(https://zenodo.org/record/4024154#.YoNuYi9U1QI)

• ReCOVery

(https://github.com/apurvamulay/ReCOVery/tree/master/dataset)

• MM-COVID

(https://drive.google.com/drive/folders/1gd4AvT6BxPRtymmNd9Z7ukyaVhae5s7U)

• CoAID

(https://github.com/cuilimeng/CoAID)

• FakeCOVID

(https://gautamshahi.github.io/FakeCovid/)

• Constraint 2021

Mailed authors of (66) for dataset and stored it in the Google Drive link.

(https://drive.google.com/file/d/1R6UomPB2nVJXyA1062GExWpot4Q5rCk9/view?

usp=sharing)

...

58

https://drive.google.com/file/d/15mN4MYKH46kIN1j_OU3QC-wdx5KvCRh5/view
https://zenodo.org/record/4024154#.YoNuYi9U1QI
https://github.com/apurvamulay/ReCOVery/tree/master/dataset
https://drive.google.com/drive/folders/1gd4AvT6BxPRtymmNd9Z7ukyaVhae5s7U
https://github.com/cuilimeng/CoAID
https://gautamshahi.github.io/FakeCovid/
https://drive.google.com/file/d/1R6UomPB2nVJXyA1062GExWpot4Q5rCk9/view?usp=sharing
https://drive.google.com/file/d/1R6UomPB2nVJXyA1062GExWpot4Q5rCk9/view?usp=sharing

	Abstract
	Acknowledgments
	Chapter Introduction
	Problem Definition
	Contributions
	Structure of the dissertation

	Chapter Literature Review
	Motivation
	Infodemic
	Effects of Infodemic and fake news
	Conclusion

	Fake News Detection Methods
	Propagation-Based Methods
	Content-Based Methods

	Machine Learning Models
	Deep Learning Models
	Conclusion

	Chapter Methods
	Overview
	Data Collection
	Data Pre-processing
	Fake News Detection
	Lexical Level
	Syntactic Level
	Semantic Level
	Pragmatic Level
	Machine Learning

	Conclusion

	Chapter Results and Observations
	Dataset
	Informative
	Imaginative
	Fake News

	Lexical Level
	Syntactic Level
	Semantic Level
	Pragmatic Level
	Machine Learning Models
	Discussion of Results

	Chapter Conclusion and Future Works
	Conclusion
	Future Work

	Bibliography
	Appendices
	Dataset used for evaluation


